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	 The conventional human–robot interactions of robotic navigation systems must rely on 
strict language instructions and numerous button operations.  In this study, a cloud-based 
dialog navigation agent (CDNA) system was designed for a campus navigation robot (CNR) 
that provides navigation services to students, school visitors, and people with impaired vision.  
The CDNA is based on a lightweight belief–desire–intention (BDI) software architecture (i.e., 
CellS, a cell-inspired efficient software framework), which is a goal-oriented and dynamic 
parallel framework.  The proposed CDNA system has the following three primary functions: (1) 
conversational navigation service, (2) immediate path planning and path modification, and (3) 
location guide and place evaluation.  The system can be applied to regional navigation guidance 
services such as campus tours.  The CellS-based CDNA uses a natural language processing (NLP) 
technology to analyze the semantics of user statements and uses dialog to eliminate ambiguity 
in language to improve interaction with users.  In this study, 15 items for three different 
navigation systems were evaluated, which demonstrated that the CDNA is advantageous in 
terms of interactivity and usability.  The CellS-based CDNA can achieve an average speedup of 
1.75 times in seven data sets.  Therefore, the CDNA possesses the following advantages: high 
interactivity, high usability, and high performance.

1.	 Introduction

	 In a machine intelligence and automation technology (MIAT) lab, the campus navigation 
robot (CNR) plan has software and hardware designs.  The software is a cloud-based dialog 
navigation agent (CDNA) system, whereas the hardware is a robot platform.  The CDNA 
communicates with the robot platform through Bluetooth.
	 The CNR plan includes the integration of the CDNA and robot platform.  The CDNA uses 
automatic speech recognition (ASR) and global positioning system (GPS) services with Android 
systems.  The CDNA uses a part-of-speech tagger and question–answer services through a 
MIAT web service.  This study focused on the design and implementation of a CDNA.
	 The use of intelligent service robots has increased worldwide for elderly healthcare,(1–3) 
social assistance,(4) poststroke rehabilitation,(5–7) care giving,(8) long-term care,(9) personal 
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assistance,(10,11) education,(12,13) entertainment,(14) service,(15–17) and disaster rescue.(18)  Users 
can operate remote robots in campuses using the robot service network protocol.(19)

	 In general, robots adopt a traditional sequential software development methodology.  
However, the CDNA adopts a different development approach; it uses a belief–desire–intention 
(BDI) framework to develop the software core of the robot.  A BDI software model based on 
human practical reasoning is a software model developed for programming intelligent agents.(20)  
The model provides a mechanism for distinguishing flow selection from flow execution.  The 
CellS is a framework based on BDI and has a flow parallel mechanism.(21)  The autonomy of 
BDI is suitable for the development of perceptual software systems, such as the Internet of 
Things (IoT) and robot systems.  Traditional BDI systems are heavyweight systems, which 
cannot be easily transplanted to an Android platform.  Therefore, selecting between adopting 
nonperceived software development and using the BDI framework is a dilemma.  The CellS 
solves this dilemma because it is a lightweight BDI framework.  It can easily be transplanted 
into an Android platform and is capable of autonomous sensing.  Furthermore, the CellS has the 
advantage of high performance by dynamic parallels, and thus, is used as the core engine of the 
CDNA.
	 The navigation system has been extensively studied and improved.  For example, a 
reduced relative root mean square error of an estimated position(22) and improvements to the 
reliability and fault-tolerant capability are some of the improvements made.(23)  In addition, 
several navigation systems have been proposed, including an indoor navigation system,(24,25) a 
pedestrian dead reckoning system,(26) and a navigation system of an unmanned aerial vehicle.(27) 
However, most of the research regarding navigation systems has focused less on user experience 
and interaction.  In this study, a new experience for users, that is, the interaction of pure dialog, 
was proposed.  Furthermore, the ambiguous meaning of the user conversation was eliminated, 
and the purpose was achieved.  For example, users want to visit convenience stores on campus; 
however, the campus has more than one convenience store.  The CDNA actively interacts with 
the user to find a convenience store that satisfies user requirements.  Figure 1 shows common 

Fig. 1.	 (Color online) (a) Car, (b) Google, and (c) Siri navigation systems.

(a) (b) (c)
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navigation systems, including (a) a car navigation system, (b) an OK Google navigation system, 
and (c) a Siri navigation system.
	 Dialog interaction is a comfortable approach to human–computer interactions.  In recent 
years, considerable research has been conducted regarding dialog systems.  The use of Bayesian 
networks improves a partially observable Markov decision process model.(28)  Moreover, several 
scholars have studied dialog systems in different languages, including Persian,(28) Slovak,(29) 
and Japanese.(30)  The dialog system developed using a considerable amount of training data 
is slightly uncoordinated in real-time applications.  A dialog system with a large amount 
of unclassified training data has some uncoordinated dialogs in practical applications.  An 
unrestricted dialog system is the source of these uncoordinated dialogs, and the scope involved 
is extremely broad.  The meaning of the same sentence in different situations will not be the 
same, thereby generating different responses.  Therefore, limiting dialog systems to situations is 
crucial.(31)  In this study, the context of conversations is restricted to the field of navigation and 
uses semantics and part-of-speech of vocabulary.  This system can effectively respond to user 
requirements and provide navigation services.
	 Traditional navigation systems must rely on strict language instructions and numerous button 
operations primarily because of the uncertainty of natural language and its evident vagueness.  
For example, someone says to the navigation system: “I want to visit the convenience store.” 
In this example, the system is unaware of the preference of the user, which could be a specific 
chain, such as Seven Eleven, Family Mart, or Hi-Life, or simply the nearest convenience store.  
Natural language includes several uncertainties.  Traditional navigation systems use language 
instructions and button operations to obtain accurate information.  However, this considerably 
reduces the availability and usability of the system.  This study focuses on the following 
questions:

•	 Q1: How do we design a navigation system that can overcome the uncertainty of natural      
language?

•	 Q2: How do we design a navigation system with high interactivity, high usability, and high 
performance?

	 In this study, the software based on CellS was developed and semantic analysis and dialog 
to eliminate this problem were used.  The CellS-based CDNA uses natural language processing 
(NLP) technology to analyze the semantics of user statements.  It also uses dialog to eliminate 
ambiguity in the language to improve interaction with users.  Moreover, in this study, 15 items 
for three navigation systems were evaluated, indicating that the CDNA is advantageous in 
terms of interactivity and usability.  The CellS-based CDNA can achieve an average speedup 
of 1.75 times in seven different datasets.  The aforementioned two concerns are explained and 
verified in Sects. 5 and 6.
	 The remainder of this paper is organized as follows.  Section 2 describes the dialog system, 
navigation system, and robot, which are from the background of this study.  Section 3 presents 
the architecture of the CNR, and Sect. 4 the design of the CDNA.  Sections 5 and 6 respectively 
provide comparisons and experiments concerning the CDNA.  Finally, Sect. 7 presents 
conclusions and directions for future work.
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2.	 Background

	 The design of the CDNA was based on cloud computing, NLP, BDI, and the Android 
platform.  The design strategy used was not adopted to recreate or reinvent the existing 
concepts.  The following concepts were adopted: Stanford Parser,(32) the Android platform, 
including ASR, GPS, and Bluetooth, the CellS software framework, and the Jersey RESTful 
web service.(33,34)

	 Because it was first proposed by IBM in 2007,(35) cloud computing has been widely 
promoted by renowned companies, such as IBM, Google, Amazon, and Microsoft.  In recent 
years, cloud computing and its services have been widely recognized and applied in several 
fields with a significant commercial value.  For example, the cloud computing revenue of 
Amazon reached $12.2 billion in 2016.(36)  Furthermore, Microsoft predicts that the revenue 
of its cloud computing business will reach $20 billion in 2018.(37)  Tasks of a robot generally 
require numerous calculations, which easily exceed the computational capabilities of the robot, 
particularly at the core of platforms such as Android.  In several studies,(38,39) a “cloud + robot” 
design has been proposed to solve this problem.  The CDNA adopted the same idea and added 
the cloud service to the design to reduce the burden on the Android platform.
	 The proposed web service was implemented using the Jersey RESTful framework.  It differs 
from the design of the web development framework, which attempts to hide the underlying 
distributed application platform.  The RESTful web service explicitly advocates loose coupling 
between services and their applications.  In the RESTful web service, no type or static contract 
sharing is observed.  By contrast, its application programming interface (API) is developed 
using the principles of content-type negotiation, hypermedia, and application protocols.  The 
RESTful web service support seamlessly incorporates recognized and customized hypermedia-
type formats into a development process.  It facilitates content-type negotiation, and thus, 
users and services can dynamically connect to the optimal resource representation of their 
interactions.
	 NLP technology has been used in various areas.(40,41)  With NLP technology, the distance 
between computers and humans has been reduced, and the methods of communication between 
computers and humans has significantly changed.  The CDNA adopted Stanford Parser for 
sentence segmentation and part-of-speech tagging (POST), and ConceptNet data,(40,41) and 
E-HowNet to extract the notion of words.
	 The Chinese POST and segmentation service provided by the MIAT web service uses 
Stanford Parser.  Stanford Parser is a new dependence analyzer that uses neural networks.  It is 
superior to other greedy parsers in terms of accuracy and speed.  The notion provided by the 
MIAT web service refers and integrates data from ConceptNet and E-HowNet.  ConceptNet 
is the most commonly used common-sense database, which is currently available for free.  It 
has a knowledge browser and an integrated NLP engine that supports numerous real-time 
text inference tasks, including topic generation, topic hints, semantic disambiguation and 
classification, impact perception, analog production, and other situation-oriented reasoning.  
E-HowNet proposes a general concept representation mechanism to solve the problem between 
string processing and conceptual processing.  E-HowNet has an easy semantic structure and 
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decomposition properties, and thus, it can make up the required information for unknown 
words, phrases, and sentences in text processing.
	 The CellS is a lightweight BDI framework, and thus, it can easily be ported to Android.  
This framework has high performance because of its dynamic parallel and pipeline mechanism.  
Android Inc. was founded in October 2003 by Andy Rubin, Rich Miner, Nick Sears, and Chris 
White in Palo Alto, California, and bought by Google in July 2005.  The Android platform is a 
Linux-based operating system, which is currently the most popular IoT device.  The CDNA uses 
the capabilities of the Android platform (ASR, TTS, and GPS) to construct a dialog navigation 
system.

3.	 CNR

	 Figure 2 displays the architecture of the CNR.  The robot primarily comprises the CDNA 
and robot platform.  The CDNA, placed on the Android platform, uses the CellS framework to 
implement dialog and navigation engines.  The CDNA accesses the question–answer service 
and NLP service on the MIAT web service through the Android platform.
	 Figure 3 shows an interactive diagram of the operation of the CNR.  The robot is a platform 
combining the cloud and IoT.  The user communicates with the CDNA through ASR to 

Fig. 2.	 Architecture of the CNR.

Fig. 3.	 Interactive diagram of the CNR operation.
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validate the destination of navigation.  The CDNA automatically updates information based 
on GPS messages and responds to users through TTS.  When the CDNA generates a goal (i.e., 
destination), it uses Bluetooth to connect to the robot platform and controls the robot to achieve 
the goal.  Users and engineers can construct private and public location information through the 
proposed web service, and the CDNA can refer to location information to navigate the robot.

3.1	 Robot platform

	 The CNR is divided into two parts, namely, the hardware and software designs.  The 
hardware design is the robot platform, whereas the software design is the CDNA.  Figure 4 
shows the real-time application of the CNR plan.  The CDNA is placed above the robot 
platform.  Because the paper focuses on the design of the CDNA, it only shows the entities of 
the robot platform.

3.2	 CDNA

	 The CDNA provides two engines, namely, dialog and navigation engines.  In the dialog 
engine, Stanford Parser and question–answer services are provided by the proposed web 
service.  In the navigation engine, the Android platform is the infrastructure, which provides 
ASR, TTS, and GPS services.  The notion and inference engines provide notion and inference 
services, respectively.

4.	 CDNA Design

	 This paper focuses on the design of the CDNA.  The CDNA is divided into dialog and 
navigation engines.  Because the CDNA is based on the CellS, the subsequent section introduces 
some CellS concepts and dialog and navigation engine designs.

Fig. 4.	 (Color online) Practical application of the CNR.
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4.1	 CellS design

	 The CDNA adopted the CellS to design the software architecture.  The CellS is characterized 
by high performance and high scalability; it can autonomously perceive an external environment 
to actively change the system behavior.  Each Cell is a Java class.  CellS programming is based 
on the structure programming and object-oriented programming, and focuses on the design 
of the classes Cell and Plan.  Figure 5 shows the dependence relationships among the CellS, 
object-oriented programming, and structure programming.  Furthermore, Fig. 5 illustrates the 
relationship between the CellS and the programming.  Object-oriented programming is based on 
a structure-oriented design.  CellS programming is based on the object orientation and uses two 
special classes, namely, Cell and Plan.  Cell determines the program flow, whereas Plan handles 
the flow.
	 Figure 6 shows the basic concept of the CellS.  In general, the software can be considered a 
flow as shown in Fig. 6(a).  Improved software with low interdependence can be divided into 

Fig. 5.	 (Color online) Foundation of CellS programming.

(a)

(b)

(c)

(d)

Fig. 6.	 (Color online) (a) Flow without modularization, (b) flow with modularization, (c) parallel flow, and (d) 
dynamic parallel flow.
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Fig. 7.	 (Color online) CellS design of the CDNA.

segments of sequential flows as shown in Fig. 6(b).  The flows can be parallel because they do 
not depend on the same data as shown in Fig. 6(c).  Finally, some flows do not occur in certain 
situations, and we must only execute the eligible flows as shown in Fig. 6(d).  The dotted line 
represents execution under certain circumstances; that is, a flow is not always performed.  
Parallel flow is a phenomenon, wherein the flow changes from Fig. 6(a) to 6(d).  The process 
of automatically completing the parallel flow is termed the parallel flow mechanism.  The 
implementation of CellS follows the parallel flow mechanism, which improves the software 
performance.  Flows 2, 3, and 4 in Fig. 6(d) are not always executed.  If they are executed, 
they must be performed simultaneously.  In the CellS, the flow is termed cell.  Because the 
cell of the CellS must be executed under certain conditions, it is suitable for systems that 
require interaction.  The CellS is used to implement the CDNA to improve the interactivity and 
execution speed of the software.
	 In Sect. 6, the performance characteristics of software with and without the CellS are 
compared.  In Fig. 7, all cells are connected to the CDNA by ligands, which indicate that 
the CDNA triggers cells through ligands.  Figure 7 shows the overall message and design 
of the entire system.  Each cell can be considered a flow.  In each life cycle, different flows 
are dynamically composed of information in the ligands.  The CDNA system dynamically 
generates flows (i.e., cells) to process current environmental information.  Each cell also selects 
the optimal plan.
	 Figure 7 shows a visual representation of the entire system.  This figure shows that Cell is 
categorized into three types, namely, SCell, BCell, and MCell.  The responsibility of SCell is 
to forward the perceived message to the CDNA.  For example, CSR SCell actively forwards the 
recognized user sentence into the CDNA through CSR ligands.  The responsibility of MCell 
is to generate the effect on the external world.  For example, Bluetooth MCell must control 
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the actions of the robot platform.  BCell comprises the most crucial part of the CDNA, that is, 
analyzing, thinking, and inferring external information to produce actions.  This is consistent 
with the concept of the entire BDI.
	 Each Cell is an independent individual, depending on the ligand message to decide whether 
to trigger or not.  When rapidly sensing a large amount of environmental information, all 
Cells may be triggered simultaneously to speed up the processing of external messages.  The 
experiment described in Sect. 6 proved its acceleration effect.

4.2	 Dialog engine design

	 The dialog engine comprises the semantic analysis of sentences and the inference of 
the purpose.  After acquiring the user sentence through ASR, the dialog engine divides the 
sentence into words and determines the POS and notion for each word in Fig. 8.  According to 
the information of the POS and notion, the dialog engine extracts the intention and goal from 
the entire sentence.  The CDNA can now find and address two types of intentions and one 
goal.  The two types of intentions are the response to the question and the navigation of the 
destination.  The goal is to arrive at the destination.  When the dialog model is aware of the 
destination, where the user wants to arrive, it transfers the goal to the navigation model using 
the ligand.
	 The dialog model can clarify fuzzy intention and achieve the goal of the user through 
semantic analysis and autonomous questioning.  For example, the user said, “我要經過荷花池

和摩斯漢堡” (I want to go by the lotus pond and Mos Burger).  Figure 9 presents an analysis of 
this sentence.
	 In this study, we further focused on the design of the dialog engine, which is based on the 
CellS, and thus, the dialog model inherits all the CellS features.  The primary purpose of the 
dialog engine is to analyze the semantics and determine the intention of users.  It consists of five 
stages.  From the perspective of the general software, its order is from left to right; however, in 
the CellS, the five stages may occur simultaneously in the same life cycle.  Cells are triggered 
by the information of the ligand in the stage.  For example, the ligand of the preprocessing stage 
is CSR Ligand, and its internal information can determine whether to trigger Preprocessing 
BCell, WordPostBCell, Implication BCell, or Reflex BCell.  The functions of each stage in the 
dialog engine are described as follows:

Fig. 8.	 Analysis format of a sentence.
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•	 	CSR stage: In this stage, CSR SCell actively senses whether the user has spoken to the 
CDNA and whether to store the recognized sentence in CSR Ligand.

•	 	Preprocessing stage: This stage analyzes the sentence and generates Chinese segment 
words, part-of-speech, and the implication of the sentence.  In this stage, if the information 
of the sentence is enough, the first response is obtained.

•	 	NLP stage: This stage analyzes the sense of each word and stores all previous information 
into NLP Ligand.

•	 	Inference stage: This stage uses the information of NLP Ligand to analyze the relations and 
information in the sentence, such as positional relations, numerical relations, and the type of 
sentence.

•	 	Action stage: In this stage, the intention is generated from the information of Inference 
Ligand, and the action is generated.  In the CDNA, two primary intentions are present, 
namely, answering questions and navigation.

	 The dialog engine conducts a semantic analysis of sentences through five stages and 
determines the user intention.  In the subsequent section, the navigation engine is discussed.

4.3	 Navigation engine design

	 To achieve the user goal, the navigation engine autonomously leads the robot to the 
destination.  The navigation model continually and autonomously updates GPS information 
and checks whether the robot has reached its destination.  If the robot has not reached the 
destination, the navigation engine transfers the relevant information through the ligand and 
sends a TTS response to the user.  The CDNA simultaneously controls the movement of the 
robot using Android Bluetooth.  The navigation engine ends navigation when the robot arrives 
at the destination or the user gives up the goal.  When the user turns on the CDNA for a long 
period but has not stated his destination, the engine autonomously asks for the destination.
	 The design of the navigation engine was further explained.  Moreover, the navigation 
engine is based on the CellS and inherits all CellS features.  The navigation engine deals with 
different types of intentions of the CDNA during navigation.  The navigation engine includes 

Fig. 9.	 (Color online) Analysis of a sentence.
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three stages, namely, the navigation, response, and robot stages.  The navigation stage actively 
senses whether the current CDNA is in navigation.  The response stage actively interacts with 
the user based on different contexts in the current navigation, such as an audio guide of related 
attractions, interactions for reaching the destination, and the modification of a relay point during 
navigation.  The robot stage is the route through the CDNA that actively controls the path of the 
robot.
	 In the navigation engine, the location in the sentence is used to explain the part that 
eliminates ambiguity.  Suppose the CDNA analyzes a user who currently wishes to go to a 
certain destination.  According to Fig. 10, four strategies are available, each of which is handled 
by a different Cell as follows:

•	 	Precise words BCell: This Cell process obtains a precise and proprietary location.  In a 
general navigation system, this information is required to find the destination; however, it is 
difficult to obtain clear information in the dialog system.

•	 	Similar words BCell: This Cell process handles inaccurate location information, such as the 
distortion of location information in ASR.

•	 	Hierarchy map BCell: This Cell handles generalized location information, such as 
convenience store locations.  Such location information has a higher level of abstraction.  
In general, this information can be further divided into several categories.  For example, 
convenience stores could be categorized as follows: Seven Eleven, OK Mart, and Family 
Mart.  The user can select his destination from different categories that the CDNA actively 
proposes.

•	 	Similar description BCell: This Cell handles the case wherein the location information 
contains additional information.  This extra information can often effectively identify 
differences in the same category of locations and find the destination of the user.

Fig. 10.	 (Color online) Flow for finding a position.
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	 Through the collaboration of the four types of Cells, the CDNA can eliminate ambiguity 
in a user’s semantics and further analyze the destination of the user, rather than simply select 
the nearest location, regardless of the preference of the user.  The following section verifies the 
ability of the CDNA in three scenarios.
	 Although the dialog and navigation engines were introduced in different sections, on the 
basis of the CellS design, all stages of the two models may be in the same CellS life cycle.  
Because of CellS scalability, the dialog and navigation engines developed by different groups of 
people can be easily integrated without side effects.

5.	 System Validation and Comparison

	 The CDNA was developed using the CellS architecture.  The CDNA is divided into two 
models, eight stages, six ligands, 31 cells, and 39 planes in Fig. 11.  The cells are divided into 

Fig. 11.	 (Color online) (a) Dialog flow of the CDNA and (b) navigation flow of the CDNA.

(a)

(b)
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three types (i.e., SCell, BCell, and MCell, which represent the sense, brain, and motor cells, 
respectively).  The sense cells transmit the perceived message by the ligand.  When the brain 
cells are triggered by the ligand, they select the corresponding plan to execute as per the ligand 
information.  Some plans trigger the motor cell to react to the external world.  To evaluate 
the system capabilities, three types of scenarios were used.  These scenarios are setting the 
destination, navigation, and recording a position.  Figure 12 shows a screenshot of the CDNA.

5.1	 System validation

	 In the scenario of setting a destination goal, the scenario evaluates whether the system can 
solve the ambiguity of natural language.  The execution process is shown in Fig. 13.  It shows 
that using dialog can solve the ambiguity of natural language and help determine the destination 
of the user.  In the navigation scenario, the scenario evaluates whether the system can accurately 
navigate the user and adapt to the route change.  In the real-time response scenario of the CDNA 
in Fig. 13, the CDNA can guide the user from the fuzzy location information (i.e., convenience 
store location) to determine the destination of the user (i.e., the Family Mart next to nine male 
dormitories).
	 The execution process is presented in Fig. 14, which shows that the CellS can accurately 
navigate the user and resolve the route changes in the general navigation system.  The system 
cannot dynamically modify a waypoint.  In the scenario where the lotus pond is removed and 
the Guoding Library is added, the dynamic navigation capability of the CDNA is in line with 
the user requirement.
	 In the scenario of recording a position, the scenario evaluates whether the system can 
autonomously provide the information regarding the environment to the user.  Figure 15 shows 
that the CellS can autonomously provide environmental information to improve user experience.  
In Fig. 15, the CDNA demonstrates its capability to guide and provides users with the ability 
to improve the CDNA.  With the guidance of the CDNA, students who are unfamiliar with the 
campus can become more familiar with it.  Because the CDNA allows users to improve their 
content, other users can obtain an improved experience together.

Fig. 12.	 (Color online) Screenshot of the CDNA.
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Fig. 13.	 (Color online) Execution process in the destination setting scenario.
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Fig. 14.	 (Color online) Execution process in the navigation scenario.
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Fig. 15.	 (Color online) Execution process in the recording position scenario.
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	 Figure 16 shows the travel route of the user.  According to the aforementioned evaluation, 
the CDNA has high interactivity, high availability, and high usability.  Moreover, it can solve 
the ambiguity of natural language.  In the following section, the advantages of the CDNA are 
discussed by comparing the CDNA with common navigation systems.

5.2	 System comparison

	 In this section, the CDNA is compared with the following three navigation systems: car, 
Google, and Siri navigation systems.  Table 1 shows a comparison of the navigation systems and 
contains a total of 15 items.  The comparison results indicate that the CDNA has an improved 
and friendly interface for user interaction and experience.  For example, using a conversational 
voice input, the addition and deletion of waypoints are convenient for drivers.  Solving problems 
related to ambiguous language considerably increases the availability of the system.  Finally, 
the initiatives of the campus tour and environmental information not only allow new students to 
familiarize themselves with the campus, but can also help blind people to adapt to the campus 
environment.

6.	 Experiment

	 In the experiment, each task set included 100 tasks that arrived in our system simultaneously.  
Table 2 shows the configuration of the evaluation platform.  We adopted a Qualcomm 
Snapdragon 810 processor for our computation platform, which has 8 cores, each of which has a 
clock rate of 1.5 GHz.
	 Figure 17 shows the execution times of the software with and without the CellS in seven 
datasets.  The figure also shows that the software with the CellS has a shorter execution time 
and thus superior performance.

Fig. 16.	 (Color online) Real user route in the National Central University.
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Table 1
Comparison of the navigation systems.
Navigation system Car Google Siri CDNA

1. Main input Button Voice Voice Voice
2. Interactive mode Command Command Dialog Dialog
3. Does it require a button input? Yes No No No
4. Does it have a voice input? Yes Yes Yes Yes
5. Do you require manual operation when using it? Yes No No No
6. Do you need a trigger word every time you enter your voice? No Yes Yes No
7. Does it require entering a detailed address? Yes No No No
8. Can users add location information? Yes Yes No Yes
9. Can it solve the ambiguity of sentences? (e.g., convenience store) No No No Yes

10. Can it add a waypoint in navigation? No No No Yes
11. Can it remove a waypoint in navigation? No No No Yes
12. Will it actively inform users about environmental information? No No No Yes
13. Does it have an active guidance function? No No No Yes
14. Can it be used by blind people? No No No Yes
15. Is it easy to augment new features? (e.g., connect to a robot) No No No Yes

Table 2
Hardware configurations. 
Configuration Qualcomm Snapdragon 810
Number of cores 8
Clocks 1.5 GHz
Memory size 3 GB
OS Android 6.0 Marshmallow

Fig. 17.	 (Color online) Execution times of software with and without CellS in different task sets.

	 The speedup in terms of execution time was evaluated using Qualcomm Snapdragon 810.  
Table 3 shows the evaluation results of the execution time speedups.  The execution time 
of software with the CellS architecture was less than that of the same software without the 
architecture.  The CellS had improved performance because the results indicated that its average 
speedup was 1.75 times and its maximum speedup was 1.94 times that of the same software.  
The formula of speedup is as follows:
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Table 3
Speedup (time) of Qualcomm Snapdragon 810.
Task set Software without CellS (ms) Software with CellS (ms) Speedup
1 69473.00 41146.00 1.69
2 95372.00 55205.00 1.73
3 91583.00 55833.00 1.64
4 96072.00 50634.00 1.90
5 77652.00 46955.00 1.65
6 83296.00 48736.00 1.71
7 103904.00 53446.00 1.94

	 speedup = (the time without the CDNA) / (the time with the CDNA),	 (1)

	 average speedup = (total speedup) / (total number of task sets).	 (2)

7.	 Conclusions

	 The CellS-based CDNA uses NLP technology to analyze the semantics of user statements 
and uses dialog to eliminate ambiguity in the language to improve interaction with users.  In 
this study, 15 items for three different navigation systems were evaluated, demonstrating that 
the CDNA is advantageous in terms of interactivity and usability.  The CellS-based CDNA can 
achieve an average speedup of 1.75 times in seven different datasets.  Traditional navigation 
systems must rely on strict language instructions and button manipulation.  The CDNA applied 
multiple rounds of dialog to resolve ambiguities in natural language.  The system verification 
and experiment indicated that the CDNA has high interactivity, high usability, and high 
performance.  
	 The CellS has high scalability, which is crucial for software engineering.  The system flow 
changes when cells are designed at the beginning.  Refactoring a completed system flow in 
traditional software development is an extremely difficult task.  However, in the CellS, the 
refactoring of the system flow just need to modify the related Cell classes.  This advantage 
can reduce the side effects of the software development process, thereby reducing the cost of 
software development.  Our future studies will use the dialog engine and CellS for different AI 
system applications.
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