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 Low-density parity check (LDPC) codes have been gradually used in Wireless Sensor 
Networks (WSNs) owing to their strong error-correcting ability, low coding complexity, and 
high decoding efficiency. The shortcomings of the IEEE802.16e standard for LDPC coding 
algorithms are the fixed code length and code rates. These requirements are difficult to meet 
because LDPC code shortening and puncturing methods are currently underdeveloped. In this 
paper, we present an efficient adaptive LDPC coding method based on confidence criteria. 
First, a log likelihood ratio-based belief propagation (LLR-BP) algorithm iteratively generates 
a confidence value that is used to determine the priority ranking of shortening and puncturing 
positions across an information sequence. At transmission, the shortening position of the 
information sequence is set to 0 whenever the code length is less than one LDPC code word. 
Coding can be completed rapidly using the information sequence along with the original 
information bits. Faster coding can also be achieved by using the original information when 
the current code rate is lower than the rate demanded. The coding sequence can be sent after 
deleting the puncturing position corresponding to the verified bit. Knowing that this procedure 
has been applied enables BP decoding to be performed at the receiving end. Simulation results 
show that the method can adaptively adjust the code length and code rate and effectively 
improve the performance of LDPC coding algorithms. Thus, the anti-jamming ability of WSNs 
is enhanced.

1. Introduction

 In modern wireless communication systems, the transmission channel varies over time, as 
does the amount of transmitted information. This has led to the use of adaptive low-density 
parity check (LDPC) coding algorithms to dynamically adjust the code length and code rate. 
 When the code length is less than one LDPC code word, a shortening technique is required. 
One way of going about this is to insert 0 or 1 in some parts of the original information to bring 
it to the required coding length. The inserted bits are deleted after encoding and the original 
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information and calculated parity coding bits are sent together. Upon receipt, the channel 
information for the deleted locations is set to infinity and the transmission can be decoded. 
A reverse-order shortening method has been adopted as part of IEEE802.11ac and other 
protocols.(1) The codes are shortened to the desired number of bits, working from the last bit to 
the first. However, this method cannot shorten codes to the optimal number of bits. Liu et al. 
have therefore proposed a shortening algorithm for irregular quasi-cyclic (QC) LDPC codes 
according to the distribution characteristics of the parity check matrix for the LDPC codes.(2) On 
the basis of this, the sum of the outer information in the variable nodes is defined as a priority 
selection criterion for shortening. Chen et al. have proposed a shortening method based on the 
destructive principle.(3) This quantifies the degree of damage to a ring and selects the shortened 
nodes with the least total destructive power. Xu et al. have suggested another shortening method 
that is based on smallest-row-variance priority (SRVP),(4) which improves the performance of 
the shortening process.
 A puncturing technique is required when the current code rate is lower than the rate 
demanded. This allows the deletion of some bits, with the remaining bits sent in their original 
order after encoding. At the receiving end, the channel information regarding the position of 
each deleted bit is initialized to zero and the transmission is decoded. Ha et al. and Park et al. 
have used an optimization search algorithm to determine the optimal nodes for deletion.(5,6) 
The number of nodes that can be deleted, however, is limited by the structure of the encoding 
parity check matrix, limiting the dynamic range of the possible rate of change. Su and Shu 
have studied the role of multiple survivable verification nodes and have proposed a method 
that can maximize the number of surviving check nodes.(7) Meanwhile, Wu has developed a 
puncturing algorithm that is based on non-greedy ranking criteria for QC-LDPC codes with a 
value function that can search for high-value puncturing locations.(8) Xiao et al. have proposed 
a new hierarchical selective deletion algorithm to tackle the problem of the limited maximum 
punctured code rate.(9) 
 One of the shortcomings of existing methods is that they ignore the internal structure of 
LDPC codes and potential channel influence. Vellambi and Fekri have therefore designed a 
sampling procedure that uses a drilling program to assess the importance of these features.(10) 
It was found that disregarding the internal structure can impact upon the decoding performance 
of LDPC codes. Taking into account the structural characteristics of a network’s LDPC code, 
Wang et al. have designed a network-based puncturing algorithm that is compatible with the 
LDPC code rate that can minimize the probability of recovery errors.(11) Zang and Chen have 
also proposed a puncturing algorithm based on rate-compatible LDPC codes,(12) where a 
greedy search algorithm is used to maximize the K-step recoverable sections, thus obtaining 
the maximum number of potential K-step recoverable nodes with the smallest K values. In a 
different approach, Fulvio has formally analyzed a previously defined class of punctured LDPC 
codes through their parity check matrices to try and locate an LDPC code rate that is compatible 
with the design of puncturing patterns.(13) Deka has adopted confidence propagation with edge 
scheduling,(14) which significantly improves the decoding convergence of punctured codes, 
and Li et al. have proposed a simple and effective LDPC code puncturing strategy based on a 
diagonal structure.(15) Zhou et al. have developed a non-greedy puncturing method to construct 
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binary rate-compatible LDPC codes,(16) and Li and Zheng have introduced an effective 
puncturing method for irregular LDPC codes,(17) which is based on a serial scheduling program.
 For measurement purposes, confidence reflects the reliability of a node and its value 
represents the amount of information it can receive from external nodes. Guo and Wang have 
therefore converted data items and confidence measures into priorities,(18) which take the form 
of weighted sums. This improves the credibility of priority assessments. He et al. have proposed 
a new confidence updating function that can suppress the excessive decay of confidence and 
improve image guidance and repair accuracy.(19) Nan and Xi have developed a golden ratio 
for the confidence and weight coefficients of a data item,(20) using conic equations to describe 
the confidence updating formula. This approach also helped to improve restoration effects. 
Meanwhile, Zhao and Zhang have proposed a residual confidence distribution,(21) and Fan et al. 
have developed a crossover algorithm for hierarchical confidence propagation.(22)

 To some extent, the above-mentioned methods do solve the problem of the code length and 
code rate for LDPC codes. However, in real wireless communications, it is often necessary to 
dynamically adjust the code length and the code rate to ensure that LDPC codes are properly 
adapted to the channel conditions. A particular issue is that, once the base parity check matrix 
of the IEEE802.16e standard has been determined, the corresponding code rate is specified 
and the code length can only be one of 19 fixed code lengths. This makes it difficult to 
realize adaptive LDPC coding. In view of this, we propose in this paper a fast adaptive LDPC 
coding algorithm based on confidence criteria. The confidence criteria are introduced into the 
shortening and puncturing techniques and combined with a fast coding algorithm to meet the 
code length and bit rate requirements of the adaptive dynamic LDPC.

2. Materials and Methods

2.1 LDPC parity check matrix construction 

 The IEEE802.16e standard for the LDPC code adopts a QC structure. However, its code 
structure is different from the general structure of the QC-LDPC code because the right-hand 
side of its check matrix has a quasi-double diagonal structure. The LDPC code of this structure 
is only used for checking, so the matrix is effectively an extended check matrix.
 The IEEE802.16e standard presents a six-base check matrix for the LDPC code that 
corresponds to the six code rates, i.e., 1/2, 2/3 (class A), 2/3 (class B), 3/4 (class A), 3/4 (class B), 
and 5/6. The base check matrix can be defined as Hb (mb × nb), where nb is 24 but mb has a 
different value. Hb has a special structure and its elements correspond to the sub-matrices of 
the check matrix H, which can be obtained by extending the elements in Hb. Note also that 
Hb = [Hb1 Hb2], where the dimensions of Hb1 are mb × kb (kb = nb − mb) and where, once the 
position of Hb is −1, the sub-matrix H at that position is a zero matrix. In cases where the 
position of Hb is a non-negative integer, the sub-matrix of H at that position is obtained by using 
an identity matrix that rotates a non-negative integer to the right. In the first column of Hb2, h(1), 
h(r), and h(mb) are 0 or a non-negative integer, where h(1) = h(mb), 2 ≤ r ≤ mb − 1. Thus, the value 
of Hb2 for the IEEE802.16e standard for different code rates has been identified.
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 By selecting z as a parameter, Hb can be extended to mb · z × nb · z for the parity check matrix 
H. This selection of the extension parameter z is not arbitrary. According to the IEEE802.16e 
standard, z can be one of a series of 19 values, with a minimum of 24 and a maximum of 96. It 
should be noted that m  = mb · z, n = nb · z, so the check matrix H can also be expressed as m × n. 
The specific expansion method is as follows: 
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 The elements of matrix Hb in position (i, j) are q(i, j). First of all, each element of q(i, j) can be 
updated if the rate of the LDPC code is one of 1/2, 2/3 (class A), 2/3 (class B), 3/4 (class A), and 
3/4 (class B), and 5/6. The update is realized as follows:
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 When the rate of the LDPC code is 2/3 (class A), q(i, j) can be updated as follows:
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 When q(i, j) is −1, it can be replaced by a zero square matrix with the size of z × z of H. When q(i, j) 
is a non-negative integer, it can be replaced by a square matrix with the size of z × z of H, which 
can be obtained by rotating the unit square matrix q(i, j) to the right. The base check matrix Hb 
for a rate equal to 1/2 is given below:

 

1 94 73 1 1 1 1 1 55 83 1 1 7 0 1 1 1 1 1 1 1 1 1 1
1 27 1 1 1 22 79 9 1 1 1 12 1 0 0 1 1 1 1 1 1 1 1 1
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 However, the base check matrix Hb for a rate equal to 2/3 is as given below:

 

3 0 1 1 2 0 1 3 7 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1
1 1 1 1 36 1 1 34 10 1 1 18 2 1 3 0 1 0 0 1 1 1 1 1
1 1 12 2 1 15 1 40 1 3 1 15 1 2 13 1 1 1 0 0 1 1 1 1
1 1 19 24 1 3 0 1 6 1 17 1 1 1 8 39 1 1 1 0 0 1 1 1

20 1 6 1 1 10 29 1 1 28 1 14 1 38

− − − − − − − − − − − − − −
− − − − − − − − − − − − − −
− − − − − − − − − − − − − −
− − − − − − − − − − − − − −

=
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1 1 10 1 28 20 1 1 8 1 36 1 9 1 21 45 1 1 1 1 1 0 0 1
35 25 1 37 1 21 1 1 5 1 1 0 1 4 20 1 1 1 1 1 1 1 0 0

1 6 6 1 1 1 4 1 14 30 1 3 36 1 14 1 1 1 1 1 1 1 1 0
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2.2 Fast encoding algorithm for LDPC codes 

 We assume that the information code is [ ]=
b

T T T
ks s s s1 2  and the check vector is 
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b
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mp p p p1 2 , where T

is , T
ip  are 1 × z vectors. If we also assume that the output of the 

encoder is the vector c = [s p], from × = ×T TH p H s2 1 , we can obtain Eq. (4), where H1 and H2 
are expansions of the matrices Hb1 and Hb2, respectively.
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The equations for mb can be obtained if Eq. (4) is expanded: 
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By adding the equations for mb together, the following can be obtained:
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It is assumed that
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 Equation (8) can be substituted into the second equation of Eq. (5), and so on. Eventually, the 
following equations are obtained:
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3.	 Fast	Adaptive	LDPC	Coding	Technique	Based	on	Confidence	Criteria

3.1	 Confidence	criteria	for	ranking

 We assume here that all of the nodes have the same possible initial logarithmic information 
when the decoding of the likelihood ratio-based belief propagation (LLR-BP) algorithm begins. 
After l iterations, the variable node of the hard-decision message L(l)(qi) can be represented as 
follows:

 ( ) ( )( ) ( ) ( )
i

l l
i i jij CL q L P L r

∈
= +∑  (11)

 The results for L(l)(qi) can differ because the decoded external information is not unique for 
each different node. The value of L(l)(qi) can reflect the amount of information a node receives 
from the external nodes. Nodes that can receive more external information are more conducive 
to decoding. |L(l)(qi)| is defined as the confidence of node i after l iterations. This confidence 
criterion is used to rank the priority for shortening and puncturing according to the confidence 
value obtained after the specified number of iterations. The confidence ranking process is as 
follows:
 Step 1: Initialization—The initial probability ratio for message L(Pi) that the channel is 
transferred to a variable node is set to a fixed value, which is given as

 (0)
2

(0) 2( ) ( ) ln
(1)

i i
ij i

i

P yL q L P
P σ

= = = . (12)

 Step 2: Iterative decoding—After l iterations using Hb from the IEEE802.16e standard, the 
confidence |L(l)(qi)| of each variable node is calculated. The optimal number of iterations for the 
LLR-BP decoding algorithm is between 20 and 25. Each variable node should not converge until 
it reaches the optimal number of iterations to achieve the best decoding performance.
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 Step 3: Ranking—The confidence |L(l)(qi)| is ranked from largest to smallest and, at the same 
time, the ranking of |L(l)(qi)| is used to generate a ranked list of positions corresponding to all 
the bits.

3.2	 Shortening	and	fast	coding	based	on	the	confidence	criteria

 The confidence |L(l)(qi)| of each variable node can be calculated from Eq. (11). The check 
matrix of the LDPC code to be analyzed is ranked according to the confidence criteria, with 
the number for shortening being N0. The system bits represented by the N0 serial numbers are 
shortened. The specific operation of this process can be summarized as follows:
(1) On the basis of the confidence characteristics of the absolute value of the log-likelihood ratio 

(LLR) of the iterative decoding, the LDPC codes are ranked according to the confidence 
criteria, from small to large. The ranked relationship is stored in table T as follows.

 T = (t1, t2, ..., tk) (13)

(2) Depending on the value of N0, the transmitter selects the first N0 bits from confidence table 
T for the bits to be shortened for checking in the LDPC code. Their locations are recorded 
and these locations are set to 0 at the end of the transmission. The remaining locations are 
filled with valid information. All of the information is encoded, including the added 0s, by 
the fast encoding algorithm. In other words, p1, p2, ..., pi are calculated using Eqs. (5)–(10). 
After the encoding is complete, all of the 0s are simply deleted from the message to be sent. 
The shortening process for the transmitter is illustrated in Fig. 1.

(3) The receiving end checks the position numbers of the check bits before selecting N0 from 
the list of confidence criteria T for the LDPC code bits to be shortened, depending on the 
bit rate of the currently used LDPC code and the corresponding N0. 0s are inserted into the 
corresponding positions. The BP decoding algorithm is then used to decode the message, 
and the bits of information initially set to zero are reset to infinity. The process followed by 
the shortened message receiver is shown in Fig. 2.

Fig. 1. (Color online) Transmitter-based shortening.
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3.3	 Puncturing	and	fast	coding	based	on	the	confidence	criteria

 We assume here that the rate of the Rm proxy is compatible with the bit rate of the LDPC 
group, with R0 representing the code rate of the mother code and R0 < Rm. For a mother code 
with a length of N, to obtain a code word with a code rate of Rm, the number of nodes to be 
punctured can be calculated as follows.

 
( )0m

num
m

N R R
P

R
−

=  (14)

 The confidence |L(l)(qi)| of each variable node is calculated using Eq. (11). The check matrix 
of the LDPC code to be analyzed is ranked according to the confidence criteria, and the 
required number of holes to be punctured is the check digit represented by the first Np numbers. 
The specific way this works can be summarized as follows:
(1) The LDPC code corresponding to the selected parity check matrix is decoded and, according 

to the confidence characteristics of the absolute value of the LLR of the iterative decoding, 
the LDPC code parity bits are ranked from small to large. The ranked relationship is then 
stored in table T as follows.

 T = (t1, t2, ..., tn−k) (15)

(2) According to the number of holes needing to be punched, the sending terminal selects the 
first Np bits from table T and records their location. p1, p2, …, pi are then calculated using 
Eqs. (5)–(10). The corresponding check bits of the LDPC code word are quickly encoded, 
then sent and deleted. This operation is shown in Fig. 3.

(3) According to the current length of the LDPC code, the receiving end selects the code rate 
and the corresponding number of punctured bits Np. 0 is inserted into the parity bit position 
corresponding to the first Np recorded numbers in T for the to-be-punctured LDPC code, and 
the BP algorithm decodes the message. This operation is shown in Fig. 4.

Fig. 2. (Color online) Receiver shortened message decoding.
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4. Results and Discussion 

 To assess the viability of the method, the shortening and puncturing operations described 
above were simulated. When using a traditional BP decoding algorithm, the maximum number 
of iterations is 25.
 To obtain an LDPC code for a code rate of 1/2 and a code length of 1056 according to the 
IEEE802.16e standard, LDPC codes with the same code rate and various code lengths were 
encoded using the shortening and confidence criteria techniques proposed above. The code 
length given by the encoding technique and the corresponding number of shortened nodes are 
shown in Table 1.
 Taking the LDPC code produced according to the IEEE802.16e standard as the mother 
code requires a code length of 1536, a code rate of 1/2, and a median for the check matrix of 
64. By the method proposed in this study, the code rate and the required number of nodes to be 
punctured are shown in Table 2.
 Whenever the given code length is not within the 19 codes specified in the IEEE802.16e 
standard, i.e., if the length of the encoded information is less than one LDPC code word, our 
proposed shortening and fast coding method can be used instead.
 It can be seen in Fig. 5 that the performance of the unshortened LDPC code is better than 
that of the shortened LDPC code. At the same time, the greater the number of nodes shortened, 

Fig. 3. (Color online) Transmitter-based puncturing.

Fig. 4. (Color online) Receiver puncturing diagram.
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the faster the drop in the performance of the LDPC code. Note also that the greater the amount 
of shortening, the greater the difference will be between the given code length and the selected 
code length of 1056 in the IEEE802.16e standard. The code length given by the IEEE802.16e 
standard is closer to the fixed code length. We therefore sought to use this code length as the 
standard for fast coding.
 To compare the performance of the proposed shortening method with existing shortening 
methods,(1–3) a code length of 1040 and a code rate of 1/2 were used for the mother code to 
shorten a code length of 1056 with the same code rate. Figure 6 shows the performance of the 
different shortening methods.
 It can be seen that the performance of the other shortening methods was significantly better 
than that of the reverse-order shortening method.(1) Note especially that the performance of the 
shortening method proposed in this study was the best overall.
 For situations where the required code rate is lower than the current fast code rate and this 
therefore needs to be improved, our proposed puncturing and fast code method can be used.
 As illustrated in Fig. 7, the performance of the unpunctured LDPC code is better than that 
of the punctured LDPC code. The greater the amount of puncturing, the higher the code rate of 
the obtained LDPC code. However, the performance speed for the LDPC code decreases as the 
rate drops off. It is therefore advisable to use a higher code rate for the mother code to avoid an 
added loss of performance.
 To compare the puncturing method proposed here with the performance of other puncturing 
methods,(3,5,7) we took a puncturing number of 256, a code length of 1536, and a code rate of 

Table 1 
Code length and number of shortened nodes.

Code length Number of shortened nodes
1008 48
1024 32
1040 16

Table 2 
Code rate and number of nodes for puncturing.

Code rate Number of nodes for puncturing
3/5 256
3/4 512
4/5 576
5/6 614

Fig. 5. (Color onl ine) Shor tened LDPC code 
performance.

Fig. 6. (C o l o r o n l i n e) C o m p a r i s o n o f t h e 
performance of the different shortening algorithms.
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Fig. 7. (Color online) Punctured LDPC code 
performance.

Fig. 8. (C o l o r o n l i n e) C o m p a r i s o n o f t h e 
performance of different puncturing methods.

1/2, with a mother code rate of 3/5. Figure 8 shows the performance of the different puncturing 
methods.
 It can be seen from Fig. 8 that the puncturing method proposed by Su and Shu achieved a 
similar performance to our approach.(7) However, these two approaches significantly outperform 
the other puncturing methods.

5. Conclusions

 After an analysis of the shortcomings present in the IEEE802.16e standard relating to fixed 
code lengths and code rates, we have developed a fast adaptive LDPC coding method based on 
confidence criteria. It combines shortening and puncturing features based on the confidence 
criteria with the fast coding approach set out in the IEEE802.16e standards. The key objective 
was to improve the code lengths and code rates offered by LDPC adaptive dynamic adjustment. 
According to our simulation results, our approach improves the shortening performance for the 
LDPC code.
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