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	 The increasing demand for food has raised the profile of the agricultural sector. The Internet 
of Things (IoT) is an important technology that is capable of solving many problems in modern 
agriculture. In traditional IoT communication technology, the operation technology of a single 
platform through remote or decentralized management is reasonably mature. In such an 
environment, all devices need to return the results of their execution tasks to the core server, 
and the server dispatches further script tasks to be performed. However, there is a problem in 
the mechanisms used for communication management of the devices at the same time when 
a large amount of data needs to be transmitted. The machine-to-machine (M2M) service 
platform has been standardized to enable the communication of devices, which is the basis for 
smart environments with IoT. Recently, the OneM2M standard communication mechanism 
has provided a way for devices to send messages to core servers and assign specific tasks to 
other devices, and a two-way communication mechanism capable of returning and sending 
instructions has been realized. In this study, an innovative label computing model combined 
with the M2M communication mechanism was proposed, and labels were used to record events 
in a standard way. By notifying all devices of the result of the labeling through the M2M 
mechanism, the cost of data transmission among the devices of a network can be reduced. The 
proposed model can also automatically determine how to assign and execute IoT operation 
tasks through the labeling mechanism. Finally, the proposed model was implemented in a smart 
agriculture environment to increase agricultural production. The execution time on a simulated 
smart agricultural system was reduced by about 30% compared with that on an existing system.

1.	 Introduction

	 The Internet of Things (IoT) and smart manufacturing have become very popular industrial 
and business concepts in recent years. Through the Internet, relevant equipment data can be 
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controlled from remote centers. By using embedded systems or software design methods, all 
equipment-operating systems are written into the chip in sensors to allow the equipment to help 
operators control a smart environment. The future IoT world is envisaged to contain a large 
number of smart sensors, actuators, controllers, and robots, which are connected and integrated 
into existing systems to maximize the efficiency and throughput of operations and satisfy 
human expectations.(1) The rapid increase in the number of devices has led to a new model 
of computing technology in which all the devices become interactive. In this new computing 
model, machines talk to one another to accomplish tasks automatically in different application 
scenarios.(2) 
	 However, when IoT devices with sensors are connected through a network, some problems 
may arise when all devices receive a task through a centralized platform. Connectivity and 
communication are critical building blocks for machine collaboration and process optimization.(3) 
Studies in these fields have attracted much interest in both academia and industry.(4) Machine-
to-machine (M2M) communication allows connected sensors to exchange information with 
each other autonomously, enabling tasks to be assigned and information to be collected.(5) A 
large volume of data is generated and stored by all the connected machines for observation, 
analysis, and further studies.(6) OneM2M is a global partnership project founded in 2012 
whose goal is to create a global technical standard for M2M and IoT technologies to support 
a wide range of applications and services such as smart cities, smart grids, connected cars, 
home automation, public safety, and health.(7) Such a standard can be used to assist network 
communication packets to intelligently find routes for communication transmission. Collision 
detection technology for communication packets and traffic service quality management 
algorithms enable the smooth transmission of digital data in packets to the destination, ensuring 
that data transmission packets are not lost.
	 However, if a packet delay occurs, a system cannot determine whether a service is still being 
provided, so it will not be able to effectively grasp the status of the device service after a task is 
assigned. This situation limits the passive operation of devices, making it impossible to perform 
a two-way active response operation.(8) The data response operation between devices cannot be 
regularly obtained and devices cannot respond to the server for subsequent operations. There is 
a lack of good communication design service architecture for the present IoT technology.(9) In 
most IoT models, the active one-to-one operation of hardware device system services is mainly 
performed by humans. In particular, when service applications must be implemented through 
IoT, it is necessary to perform a large number of device operations, which cannot be performed 
at the same time.(10)

	 The OneM2M standard communication mechanism provides a way for devices to assign 
messages to core servers and specific tasks to other devices to perform operations. This 
communication mechanism implements bidirectional return and dispatch instructions.(11,12) 
In this study, an innovative label-computing model combined with the M2M communication 
mechanism was proposed. This model was designed to manage events in a standard way, and 
labels were used to record each event. By notifying all devices of the result of the labeling 
through the M2M mechanism, the cost of transmitting data among the devices of a network can 
be reduced. The proposed model can also automatically determine how to assign and execute 
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IoT operation tasks through the labeling mechanism. Experimental results showed the efficiency 
of the proposed model. The variation of the response time was limited to within a small interval 
as the number of devices was increased. The execution time on a simulated smart agricultural 
IoT system was reduced by about 30% compared with that on an existing system.

2.	 System for M2M Based on Fog Computing

2.1	 Related work

	 Even though IoT systems can transmit data through the Internet, there is still no effective 
system to manage communication among devices for various applications. When cloud 
computing is applied, devices can be shared by different users by adopting dynamically 
configured calculations. If an IoT system can expand an I/O device to the sensing layer, the 
data collected by the end device can be integrated with the cloud.(12) This allows the sensing 
device at the “fog” end to gather information and perform real-time operations. Guinard(13) 
combined cloud computing technology with the IoT Electronic Product Code (EPC) global 
network technology architecture to build an EPC cloud and apply it to electronic goods security 
systems. Connected via the cloud platform, the IoT system attempts to systematically implement 
the SaaS system through the cloud technology of the IoT device and successfully overcomes the 
difficulties faced by remote management.
	 Hsu et al.(14) took advantage of the M2M communication structure developed by OSGi to 
construct a message server for task assignment. When a service was delivered from the message 
server to the end nodes, the devices activated data exchange and task assignment services 
by themselves. The information of each task and the result of the script were synchronized 
according to the order of task assignment to make sure the output was correct. When the device 
required a program update or data exchange, it was assigned by an M2M system to increase 
the scope of services. Hsu et al. explored an IoT technology that can be used to improve the 
communication management of a large number of devices. All terminal IoT devices were 
built with a fog platform computing model and provided a layer of “fog” between the terminal 
device and the cloud data center. This greatly reduced the computing and storage load of the 
cloud, improved the system efficiency, increased the transmission rate, and reduced the latency 
analysis time.
	 Hsu et al. designed new calculation methods and adjusted the devices to increase their 
performance. When the system detected that the service response time was too long, i.e., 
exceeding T s, the corresponding S1 event was defined in the model. In their experiments, 
if the waiting time exceeded T s, the system sent an S1 event requesting a communication 
response. In this scenario, the IoT platform sent a confirmation service status detection message 
and waited for the response. If the service message response time was still more than T s, the 
system recorded the service time in the database to show the abnormal signal of the device in 
the platform. It recorded the delay frequency as N times. When the delay event occurred for 
the second time, the system initiated a detection process multiple times to send the detection 
message and performed (N − 1) × T times for the calculation of synchronous message detection.
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	 In practice, this method can cause serious problems if network congestion occurs. For 
example, if a packet delay occurs, the system cannot establish whether the terminal device is 
still providing services, so the service status of the device cannot be confirmed effectively after 
the event is assigned. Furthermore, when packet reception is delayed, the calculated value on the 
core server will vary largely. If the system only uses average values, the results of the difference 
in values will further affect the execution procedures of the devices.

2.2	 Simulations on smart agricultural system

	 We built a smart agricultural IoT system for simulating the proposed method. Let the 
device calculated on the detection device side be based on the temperature change. When a 
temperature change occurs, the system increases the number of detections and returns the 
analysis results to the core server for further decision-making. Then the average temperature is 
calculated through the core server and compared with the current preset value. If it is not within 
the tolerance range, tasks and parameters are sent to the environmental control devices and the 
control program starts to increase or decrease the temperature.
	 For example, if our temperature sensor detects a current temperature of 26 °C, the sensing 
device will adjust the detection frequency flexibly based on the current temperature. Assuming 
the detection results are not within the tolerance range of 26–28 °C, the detection frequency is 
reduced. Otherwise, the detection frequency is increased when the detection result falls within 
the interval. The simulation results are shown in Table 1. 
	 The results of this comparison of temperature changes are returned to the core server 
for further subsequent environmental control processing. When the core server receives the 
returned value, it sends the environmental control task to the fan to start it and adjust the 
temperature. However, if an event delay occurs at this time, the situations shown in Table 2 may 
occur. 
	 It is observed from the above results that the sensor startup time is automatically delayed 
when the data from the sensing device cannot be returned to the core server. The third and 

Table 1 
Simulation results of the smart agricultural IoT system.
Event 1 2 3 4 5 6
Time 60 120 180 120 60 120
Current temperature 26 27 24 24 26 25
Tolerance range 26–28 26–28 26–28 26–28 26–28 26–28

Table 2
Simulation results when packet delay occurs.
Event 1 2 3 4 5 6
Time 60 120 180 120 180 120
Current temperature 26 27 24 24 23 24
Tolerance range 26–28 26–28 26–28 26–28 26–28 26–28
Packet status Delay/Loss Delay/Loss
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fourth events in Table 2 are either delayed or lost. However, at this time, the average temperature 
drops, and the fifth event still maintains the original detection frequency instead of increasing 
the detection frequency in the fourth and fifth events.

3.	 Labeling of IoT Sensors

3.1	 Motivation

	 When discussing the situation caused by the delay, there are two possible states. The 
first is the devices start to perform analysis and calculation after they obtain the script, and 
the time cost required for the calculation and analysis exceeds the preset time. Because the 
total calculation time exceeds the original setting, the device will not be able to return data 
because the calculation is still in progress. The second state is that the device has calculated 
and analyzed the results, but the transmitted data cannot be returned to the server as expected 
owing to insufficient network performance or other problems. Regarding these two states, a 
fog decentralized calculation method(14) that can eliminate some delay events was previously 
proposed. However, the mechanism still needs to be adjusted to avoid repeatedly opening 
services due to a long analysis and calculation time or a delay in network status transmission.
	 Toward solving the above problems, a flag mode was added in this study to allow the core 
server to check and verify through the use of flags. Through the data flag return status, the 
core server can establish whether the sensing device and the environmental control device have 
the same flag status so that they can process the event after each data return and so that tasks 
can be sent between the end devices in the platform system. This method can greatly reduce 
the time difference between events after a miscalculation. At the same time, the sensing device 
directly sends the event status to the gateway and notifies the environmental control device of 
the execution status. This model can be used to solve the problem of a delayed startup or the 
multiple startup of environmental control devices after a frequency miscalculation or network 
transmission delay.

3.2	 Labeling modules

	 In this study, a creative technology platform is established, so that the task script can be 
transmitted to all nodes through the platform. Nodes first install scripts and then perform tasks. 
After the end device starts the service, the back end of the system communicates with the 
creative service platform. The platform next waits to receive data online. If the device does not 
receive the data from the connected node, the platform agent resends the task script and asks the 
device to provide the data again.
	 We designed two sets of modules on the server, iot_subscribe_write_to_db and iot_server_
sent_msg. They are used to record flag events and respond to data events. On the terminal device, we 
established pi_subscribe_mqtt_message for flag synchronization. At the same time, we used 
Python event records to compare and verify event responses. The source codes were written in 
Python language as shown in Figs. 1–3.
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Fig. 1.	 (Color online) iot_server_sent_msg for flag setting.

Fig. 2.	 (Color online) iot_subscribe_write_to_db server setting in standard flag range.
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4.	 Experimental Results

4.1	 Parameter setting

	 The parameters of the creative service platform are preset through the core system. For 
example, the tomato planting temperature must be maintained at 25–30 °C. If it is lower than 
5 °C or higher than 40 °C, the growth of plants stops. The light must be sufficient and the pH 
value of the soil should be between 6 and 6.5. The system platform sets parameters as variables 
under three scenarios to guarantee sweetness, multiple harvests, and normal settings. The 
parameter settings have the following three instructions: (A) start the circulating fan, (B) start 
the LED light, and (C) start the liquid fertilizer. The ranges of parameter settings for (A), (B), and (C) 
are 0–5, 0–5, and 0–5, respectively. After the initial setting, through the M2M mechanism, the 
core system sends parameters to the sensing device for monitoring. When the sensing device 
detects that the status value is in the parameter interval, it separately notifies devices A, B, and 
C to start their services, and returns the status results to the core server.

4.2	 Improved transmission model

	 The transmission mechanism of each sensing device is innovatively adjusted. After the core 
server gives the parameter conditions, the sensing device performs the initial detection. In the 
initial state, the environmental information is detected every 60 min. In the following, all times 
are in minutes. After the detection, the environmental data are compared with the parameter 
conditions of the sensing device. If the state parameters are the same, the detection time is 
increased by the delay. Each detection time is corrected to (N + 1) × t, t = 60, and N = N + 1, 
the next detection time is gradually increased, and the judgment cost is repeatedly written by 

Fig. 3.	 (Color online) pi_subscribe_mqtt_message for flag synchronization.
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increasing the time to reduce the interval after detection. If the detection result is not within the 
parameter conditions, the device notifies the other environmental control devices to start devices A, 
B, and C. The startup time of each device is 60 and the detection time is corrected to (N − 1) × t, 
t = 60, if N − 1 < 0, N = 1, and the device is forced to gradually increase the detection range. 
	 After the value of the sensing device is detected, all states are flagged and returned to the 
core server for storage. If the status has not changed, the value of the last code of the return flag 
is set to 0 and the serial numbers A, A + 1, and A + 2 are given. If the status has changed, the 
value of the last code of the return flag is set to 1 and the serial numbers B, B + 1, and B + 2 are 
given. In addition to notifying the environmental control device to start the program through the 
gateway, the status change results are stored in the core server, and the core server compares the 
status events and records the delayed transmission results through the serial number sequence. 
If the event occurs in the states of B, B + 1, B + 2, etc., a reload message is sent through the core 
server. The sensing device and the environmental control device must return the service status 
at the same time to reduce the problem of packet delay or loss.

4.3	 Analysis of results

	 In this study, the previous research results in Sect. 2.2 are improved by employing a labeling 
mechanism. Through the initial parameter settings and M2M models for task dispatch, the 
mechanism provides communication and data exchange between sensing equipment and 
environmental control equipment. The improved transmission mechanism combines sending 
tasks by the core server with a flag-based returning mechanism to avoid packet delay or loss. At 
the same time, the detection of lost packets is used to force the reload task to the non-responding 
nodes to reduce the problem of delayed task execution. Under the same conditions, the sensing 
device and the environmental control device communicate directly through the gateway at the 
same time. The task execution results of both sides are transmitted back to the core server at the 
same time. When the detection status of the sensing state is the same as the initial parameter 
interval setting, the sensing device sends a record and flag to the core server (Table 3). When 
the result is outside the setting parameter interval, the environmental control device is notified 
and the status is written back to the database of the core server (Table 4).
	 Under normal conditions, the environmental control device does not receive any message 
and only synchronously responds to the server through the sensing device and performs flag 
recording. When the sensing value is not within the preset parameter range, the environmental 

Table 3
Return form of execution procedure of sensing device.
Event 1 2 3 4 5 6
Time 60 120 180 120 180 240
Current temperature 26 27 24 24 26 25
Tolerance range 26–28 26–28 26–28 26–28 26–28 26–28
Flag 00 + 00 (A) 00 + 01 (A + 1) 11 + 00 (B) 11 + 01 (B + 1) 00 + 02 (A + 2) —
Last code 0 0 1 1 0 —
Return code 00000 00010 11001 11011 00020 —
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control device is notified, the detection time is changed, and the data is transmitted back to the 
core server. The environmental control device usually waits for a notification from the sensing 
device. As shown in Table 1, a temperature change is detected at the third event when the 
data is received, indicating that the device needs to start the service. The fan device is started 
and operated for 60 s. When the service starts, the status is 1, otherwise the status is 0. The 
device sends the return form of the execution procedure of the environment control device: 
code 3, value 11000, code 4, value 11010. The core server performs a synchronous check to 
see whether the received value from the sensing device is 11001 (11011) for code 3 (code 4). A 
match indicates that the event handler is complete. If the comparison result does not match, 
it is first checked whether the flag 1100 is incorrectly connected to the code. If there is an 
error state, M2M reloading is started, and the whole system is resynchronized to confirm the 
code connection. When the code is correct but the sequence number is incorrect, the M2M 
unidirectional reloading mechanism is sent to restart the sensor or the environmental control 
device.

4.4	 Performance improvement

	 Under the same environment setting, sensing devices were built to collect data from the 
smart agricultural IoT system, and the simulation results are shown in Table 5. First, we set the 
temperature range to 26–28 °C and set the flag. When the detected temperature falls within 
this range, the environment is in a stable temperature state. By using the delayed response 
algorithm, the frequency of the returned data can be dynamically adjusted. Therefore, it can be 
seen that when the temperature changes for the third event, the system automatically corrects 
the detection time for the fourth event. After the temperature is returned to the preset range for 
the fifth event, the detection time is extended for the sixth event. Using the same parameters, 
we let the packets of the third and fourth events be lost in the simulation. When the system does 
not receive the third and fourth data, it can be seen from Table 6 that the system does not have 
the third and fourth packets. Then a record is established and the frequency of the third time 
due to the detection, i.e., 180 s, is maintained. When the fifth packet is detected, the system 
continues to operate. However, this status will affect the total detection time. When no packet 
delay occurs, the time required to complete 10 events is 1140. Otherwise, the time required is 
1560 after a delay occurs. Under this assumption of the simulation, if the average temperature is 
the same as that for the previous time, the system performance will markedly deteriorate. 

Table 4
Return form of execution procedure of environmental control device.
Event 1 2 3 4 5 6
Execution time — — 60 60 — —
Fan status — — 1 1 — —
Operation done — — 0 0 — —
Flag — — 11 + 00 (B) 11 + 01 (B + 1) — —
Return code — — 11000 11010 — —
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	 In the past, the system used the average temperature as the basis for event triggering. In this 
study with the dynamic adjustment of the detection frequency, event triggering should not be 
limited by the average temperature. Because the detection of events is dynamic, the temperature 
will also be adjusted after the sprinkler and air conditioner are started. We try to let the 
temperature sensor automatically start to perform the detection, which can markedly improve 
the system performance in the experiment. The simulation results are shown in Table 7.
	 In this simulation, two abnormal packet losses occurred, which caused the detection time to 
change twice. Since the temperature detection module starts according to the actual situation, 
the total time in this experiment is reduced from 1140 to 1080. From the experimental data, it 
is found that the flag detection combined with the delay detection module adopted in this study 
can reduce the average time of events occurring in the smart agricultural IoT system to the 
optimal value under the same detection frequency. After the flag setting is introduced, the end 
devices in the fog environment can act on their own. The actual temperature detected by the 
sensing device can provide the optimal frequency of event detection. At the same time, when 
a packet delay occurs, the fog end device can record and continue to operate in accordance 
with the previous script. This can also avoid the situation of devices stopping detection and 
processing after their disconnection. Results of the experimental simulation are shown in 
Figs. 4–6.

Table 5
Simulation results for performance testing.
Event 1 2 3 4 5 6 7 8 9 10
Execution time 60 120 180 120 60 120 180 120 60 120
Package loss — — — — — — — — — —
Total time 60 180 360 480 540 660 840 960 1020 1140
Current temperature 26 27 24 24 26 26 25 25 26 26
Tolerance range 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28

Table 6
Simulation results when a packet delay occurs.
Event 1 2 3 4 5 6 7 8 9 10
Execution time 60 120 180 240 180 240 180 120 180 240
Package loss — — 180 180 — — — — — —
Total time 60 180 360 540 720 840 1020 1140 1320 1560
Current temperature 26 27 24 24 26 26 25 25 26 26
Tolerance range 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28

Table 7
Simulation results when using automatic temperature sensor.
Event 1 2 3 4 5 6 7 8 9 10
Execution time 60 120 180 240 180 120 60 0 60 120
Package loss — — 180 180 — — — — — —
Total time 60 180 360 540 720 840 900 900 960 1080
Current temperature 26 27 24 24 23 24 25 26 26 26
Tolerance range 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28 26–28
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Fig. 4.	 (Color online) Results of the autonomous detection of data through three nodes in the experiment.

Fig. 5.	 (Color online) Temperature, humidity, and light brightness results returned by fog IoT device.
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5.	 Conclusions and Future Work

	 In this study, the problem in the previous study(14) that the time axes of the sensing device 
and the environmental control device are inconsistent is corrected by a delayed feedback 
method when the IoT device execution time is longer than that of the previous study. Through 
the independent operation of different fog devices, the simulation system of the proposed model 
constructs flags corresponding to the results of execution events. The flags are used to compare 
and verify the results on the core server of the innovation service platform. The innovative 
service platform provides users with simple parameter-setting methods. The M2M standard 
protocol is used to send data and service codes to all end nodes.
	 According to our experimental results, the labeling method can assist fog devices to continue 
operations after network disconnection. When a device is offline, the difference between the 
calculation time and the actual value will not be too large, and the operations for events can be 
gradually corrected. After the device is reconnected to the network, the execution is resumed for 
event services, and the effect of the time difference between the performance of operations of 
the event will be minimized. By using the proposed method, each node can continue to operate 
independently and shorten the waiting response time when an abnormal situation occurs in the 
IoT communication system. The results of an experimental simulation in a real IoT environment 
showed a reduction in the computing time of each node’s independent operation.

Fig. 6.	 (Color online) Flag matches are automatically included in note information.
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