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 Diagnosis by ocular fundus imaging plays a key role in the monitoring, detection, and 
diagnosis of several diseases including eye-related, hypertensive, and cardiovascular diseases as 
well as the detection of brain microvascular and neuronal pathology. The spectral detection of 
the fundus in the near-infrared (NIR) region can be used to analyze the composition and content 
of the fundus substance. The aim of this study was to develop a multichannel bandpass filter, 
which can be assembled on a CMOS image sensor installed in a fundus camera, to realize 
spectral imaging. We designed the filter in the NIR region according to interference filter theory 
and fabricated it by sputtering, lithography, and etching. The images acquired by the image 
sensor with the fabricated bandpass filter confirmed that the pixel values were comparable to the 
values calculated from spectrometer measurements. In an experimental validation, the number 
of measurement wavelengths was increased by applying the incident angle dependence of the 
interference filter. Each fabricated filter had a relatively wide transmittance band for spectral 
detection, broadening the spectrum curve. Moreover, a high-resolution spectrum was 
reconstructed using the developed algorithm. The spectrum reconstructed by the proposed filter 
had a 15% average relative error over the entire wavelength range of interest.

1. Introduction

 Ocular fundus imaging plays a key role in the monitoring of human health. The retina may be 
the only part of the body where blood vessels can be directly observed, making it possible to 
directly observe the biochemical activities in the body.(1) By examining fundus images, eye-
related diseases can be diagnosed, and the detection, diagnosis, and management of hypertensive 
and cardiovascular diseases are possible.(2,3) Anatomically and developmentally, the retina is an 
extension of the brain.(4) Therefore, the diagnosis of the fundus can be used as an alternative 
means of detecting brain microvascular and neuronal pathology.(5,6)
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 Color fundus cameras, scanning laser ophthalmoscopy, and, more recently, optical coherence 
tomography (OCT) have been used to diagnose and screen for ocular-related diseases. Different 
devices have different advantages and disadvantages. For instance, OCT is suitable for 
determining the thickness of the retina but not blood oximetry. In general, fundus cameras can 
be miniaturized for portability, and smartphone-based fundus cameras are already in use.(7–9) 
However, most fundus cameras use visible light for illumination; therefore, obtaining continuous 
or long-term fundus video images can be very difficult. In addition, momentary intense light 
may cause dizziness and eye discomfort.(10)

 In our previous study, we proposed a selfie fundus camera that can work in the near-infrared 
(NIR) region and obtain a colorized image.(10,11) Because the eye is not sensitive to NIR light, the 
proposed fundus camera can avoid eye stimulation. Moreover, to observe the blood vessels, the 
optic disc, and other tissues, we also proposed a noninvasive method for retinal scattering 
detection using a patterned interference filter in our NIR fundus camera.(12) By using thin-film 
interference filters, we added the function of spectral detection to our NIR fundus camera. 
 Changes in light scattering and/or absorption properties in retinal tissues are often 
accompanied by retinal pathological changes and retinal-related diseases.(13) Studies indicate the 
presence of many biomarkers in retinal vessels and their surrounding tissues, such as oxygen 
saturation (sO2), macular pigment absorption, and the cell protein oxidative state. These 
substances have different spectra because of optical scattering and absorption.(14–19) From 
spectral imaging, researchers can study the metabolism and chemical structure in human tissue, 
including changes that occur in diabetes and diabetic retinopathy.(20) Spectral images enable 
qualitative and quantitative analyses of different components in the retina.(13)

 Hyperspectral imaging can capture narrow spectral bands over a continuous spectral range. 
Hyperspectral retinal imaging can increase the quality of diagnosis. However, the clinical 
application of hyperspectral retinal imaging is limited by the scanning time and complexity of 
the imaging system. Commercially available hyperspectral systems collect information by 
linearly scanning each band and its corresponding spectrum.(18,21) The entire detection process 
lasts from a few seconds to a few minutes, which is not very suitable for fast-moving eyes.(14,22) 
Moreover, existing systems are usually bulky because the beam splitters they use are prisms,(22) 
multiple apertures, or gratings.(16) This makes it difficult to install or perform self-portrait 
operations using miniaturized fundus cameras. Although there are also miniaturized snapshot 
hyperspectral fundus cameras, their working wavelength range is based on visible light.(23,24) At 
present, a selfie NIR fundus camera with spectral analysis remains to be developed.
 In this study, we designed and fabricated a multichannel bandpass filter, which can be 
assembled on the CMOS image sensor of our NIR fundus camera. We then verified the 
feasibility of using this filter to detect the spectrum. Subsequently, we present two methods for 
improving the spectral resolution.

2. Design of Multichannel Bandpass Interference Filter

 Commonly available spectrometers use large gratings as spectroscopic devices. Our goal was 
to design a spectroscopic device that can be installed in a selfie fundus camera, which required a 
technology for miniaturizing spectroscopic devices.
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 Interference filters can reflect one or more spectral bands and transmit others while 
maintaining an absorption coefficient close to zero for all wavelengths of interest. Depending on 
the type of design, the interference filter can be a bandpass, notch, or edge filter. The Fabry–
Perot filter is a bandpass filter that is usually composed of a transparent layer (cavity) with two 
mirrors on each side.(25) The basic structure of the optical filter consists of a stack of thin films 
with alternating high and low refractive indices and an optical thickness of a quarter of the target 
wavelength. When the thickness of the middle layer is half the wavelength, the light phase is 
inverted and the reflections interfere, transmitting light around the reference wavelength. On the 
basis of this feature, we were able to control the wavelength of the transmitted light by adjusting 
the thickness of each layer.
 We designed a five-channel bandpass filter based on the theory of interference filters. 
Figure 1 shows a schematic cross section of the five-channel filter. H and L represent the quarter-
wavelength thicknesses of the high- and low-refractivity materials, respectively. In this study, 
TiO2 and SiO2 were used as high- and low-refractivity materials, respectively, with a total of 13 
layers in the five-channel bandpass filter. By modulating the middle-layer thickness, we 
obtained a five-channel bandpass filter with each channel filtering different transmission 
wavelength ranges. We designed the NIR bandpass filter channels by simulation using a 
Mathematica (Wolfram Research, Inc.) program that we developed. The simulated transmittances 
of the filters are shown in Fig. 2.

3.	 Experimental	Setup	and	Spectral	Reflectance	of	Imaging	Target

 Validation experiments were conducted to verify that the constructed bandpass filters and 
camera, including the CMOS image sensor, correctly measured known spectra. This experiment 
was conducted by externally using a fabricated filter prior to the construction of the filter array 
described in Sect. 2. Figure 3 shows the schematic and photograph of the validation system. We 
used four LEDs as the NIR light source, whose center wavelengths were 780, 810, 850, and 880 
nm. The LEDs with adjusted intensities illuminated a diffuse white plate (Spectralon) using the 
fundus illumination system. The two reflection spectra were measured using a spectrometer 

Fig.	1.	 (Color	online)	Schematic	cross	section	of	the	five-channel	bandpass	filter.



1604 Sensors and Materials, Vol. 34, No. 4 (2022)

(MCPD-3700, Otsuka Electronics Co., Ltd.). We used a camera (DCC3240N, Thorlabs) with a 
CMOS image sensor to capture multiple images through different bandpass filters. Figure 4(a) 
shows the reflection image with all LEDs turned on and Fig. 4(b) shows the dark reference 
image with all LEDs turned off. The pixel values of the reflections were corrected by subtracting 
the dark level. The pixel values inside the rectangle in Fig. 4 were averaged to obtain the 
measurement values.

4. Results and Discussion

4.1	 Multispectral	imaging	of	uniform	reflection	targets	with	known	spectra

 As described in Sect. 3, we used the verification system to generate two target reflection 
spectra. Figure 5 shows the original data measured using the spectrometer. The currents set for 
the 780, 810, 850, and 880 nm LEDs for Reflection 1 were 200, 400, 300, and 500 mA, and those 
set for Reflection 2 were 300, 200, 400, and 500 mA, respectively. Figures 6(a) and 6(b) 
respectively show the measured and calculated intensities of each reflection. The intensities 
were calculated by integrating the original reflection spectra measured using the spectrometer, 

Fig.	2.	 (Color	online)	Simulated	transmittance	spectra	of	the	five-channel	bandpass	filter.

Fig.	3.	 (Color	 online)	 Photograph	 and	 schematic	 of	 the	 validation	 system	 using	 a	 set	 of	 five-channel	 bandpass	
filters.
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Fig.	4.	 (Color	online)	(a)	Image	of	Reflection	3	with	LEDs	turned	on;	(b)	dark	background	(all	LEDs	turned	off).	
Rectangles represent the region where data was collected.

(a)

Fig.	5.	 (Color	online)	Reflectance	spectra	of	a	white	diffuser	irradiated	with	a	mixture	of	LED	illumination	of	four	
wavelengths. Two types of emulated spectra were formed to validate our system.

(b)

(a) (b)

Fig.	6.	 (Color	online)	(a)	Measured	intensities	of	the	two	emulated	reflections	using	fabricated	filters	and	CMOS	
image	 sensor	 camera.	 (b)	Calculated	 intensities	 of	 the	 two	 emulated	 reflections	 by	 integration	 of	 the	 parameters	
shown in Fig. 7. 
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Fig. 7.  (Color online) (a) Spectra measured using spectrometer (iλ), (b) sensitivity of CMOS image sensor ( sλ), and 
(c)	transmittance	of	each	bandpass	filter	(tλ). The calculated channel intensity is ( ) i s t dλ λ λ λ⋅ ⋅∫ .

(a) (b)

(c)

the sensor sensitivity, and the transmittance of each channel, as shown in Figs. 7(a)–7(c), 
respectively.
 By comparing the channel intensity in Figs. 6(a) and 6(b) and the known spectra in Fig. 5, we 
confirmed that the fabricated filter and image sensor system could detect the spectral signals 
properly under the experimental conditions.
 However, in actual fundus imaging, the imaging conditions are not ideal, as described above. 
Thus, the correction of non-uniform illumination and noise reduction are issues. We believe that 
these issues will be overcome mainly by image processing technology.(26)

4.2 Response to changes in spectral intensity

 We also examined whether the sensitivity of each image sensor channel varies proportionally 
with the illumination intensity for complex spectral reflections. The light intensity from the 
LEDs for Reflection 4 in each band was set exactly halfway between those of Reflections 3 and 
5. The setting values for the three reflections are listed in Table 1. Note that we have confirmed 
that the output intensities of the LEDs change proportionally with the LED current.
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 Figure 8(a) shows the reflection spectra of the five-channel imaging targets of Reflections 
3–5 measured using the spectrometer. Figure 8(b) shows the measured data sampled using our 
system. By comparing the intensity of each channel, it can be seen that the values of Reflection 4 
are precisely midway between those of Reflections 3 and 5, indicating that the filter can measure 
the changes in spectral intensity. In this experiment, gamma correction was not applied. 
Therefore, we can obtain sensor output values that are proportional to the input intensities.

4.3 Doubling the number of sampling channels 

 The addition of channels to a fabricated multichannel filter adds complexity to the fabrication 
process. To determine whether the number of sampling channels used in this experiment was 
sufficient while limiting the complexity of the fabrication process, we increased the number of 
channels by using the incidence angle dependence of the interference filter.
 Using Eqs. (1)–(3), which describe the reflectivity and transmittance of multilayer thin-film 
interference filters,(26) the wavelength of the transmitted light can be controlled by changing the 
incident angle δ0 while keeping the other parameters unchanged.
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 Here, η and δ are the admittance and phase thickness, respectively, and the suffixes 0, m, and 
r denote the incident, substrate, and rth layers, respectively.
 Figure 9(a) shows the measured transmittance obtained after tilting the incident angle by 0 
and 15°, and Fig. 9(b) shows the ten bandpass intensities measured by the camera at the same two 
angles. The results indicate that it is possible to increase the resolution by adjusting the incident 
angle between the filter and the CMOS image sensor.

Table 1
LED	currents	set	to	generate	emulated	reflections	with	three	intensity	ratios.

Emulated	reflections LED setting currents (mA)
LED780 LED810 LED850 LED880

Reflection	3 200 30 30 350
Reflection	4 115 40 65 425
Reflection	5 30 50 100 500
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4.4 High-resolution spectrum reconstruction from measured data

 The spectral information obtained by the image sensors is essentially data with a very low 
resolution. These values can be considered as the convolution of the high-resolution spectral data 
similar to that shown in Fig. 7, as we have already verified. Therefore, we attempted to 
reconstruct the information obtained by the image sensor by deconvolution. The deconvolution 
was executed by estimating the spectrum curve and fitting it to the measured data using the 
least-squares method. The abbreviations of the symbols are shown in Table 2.
 The intensity of each bandpass channel can be expressed as ( ) ˆ  channelI i s t dλ λ λ λ⋅= ⋅∫ , where 
Ichannel, sλ, and tλ are known and iλ is the unknown parameter of interest. Hence, the minimum 
value of 2 2

1 1 10 10( ˆ) )ˆ (channel channel channel channelI I I I− +…+ −  yields the target value closest to the 
actual spectrum value.
 The spectral reconstruction algorithm we programmed is a recursive algorithm that uses the 
least-squares theory. Figures 10(a)–10(c) show the fitting results (dots and squares) along with 

(a) (b)

Fig.	9.	 (Color	online)	 (a)	Transmittance	of	 the	five-channel	bandpass	filter	at	0	and	15°,	and	(b)	 intensity	under	
each channel after increasing the incident angle to 15°. Markers indicate the peak wavelength of each channel.

(a) (b)

Fig.	8.	 (Color	online)	(a)	Three	target	reflection	spectra	with	known	changes	measured	using	spectrometer	and	(b)	
measured	intensities	of	the	three	emulated	reflections	using	fabricated	filters.
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Table 2
Abbreviations of symbols.
iλ Actual	intensity	of	reflection	at	specific	wavelength	λ (search target, unknown)
sλ Sensitivity	of	CMOS	image	sensor	at	specific	wavelength	λ (known)
tλ Transmittance	of	filter	at	specific	wavelength	λ (known)
ˆ

,Ichannel n Intensity of channel n calculated from assumed iλ (calculated)

,Ichannel n Measured intensity of channel n (known)

(a) (b)

(c) (d)

(e) (f)

Fig.	10.	 (Color	online)	(a)	Target	reflection	and	reconstructed	data	from	three	channels,	(b)	reconstructed	data	from	
five	 channels,	 (c)	 reconstructed	 data	 from	 ten	 channels	 (sampling	 at	 incident	 angles	 of	 0	 and	 15°),	 and	 (d)–(f)	
difference	between	reconstructed	and	original	values	for	three,	five,	and	ten	channels	applied,	respectively.
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Fig.	11.	 (Color	online)	Fundus	camera	system	with	a	multichannel	bandpass	filter.

the original spectra measured using the spectrometer for Reflections 1 and 2 (solid and dashed 
lines, respectively). The corresponding differences between the reconstructed and original 
values are shown in Figs. 10(d)–10(f). 
 It can be seen from the results that with three channels (Channels 1, 3, and 5), the maximum 
difference is approximately 30%. When five-channel filters were used, the maximum difference 
decreased to 15%. The maximum difference was further reduced to 10% when the data from ten 
channels were used. In actual use, the reflectance spectrum of the fundus material will be flatter 
than our simulated reflection. Therefore, the five-channel spectral data were sufficient for the 
reconstruction of the spectrum.
 Our prototype NIR color fundus camera in the previous work had fixed acquisition 
wavelengths.(10) Once pixel-by-pixel spectral information is available, images with arbitrary 
wavelengths can be generated. In other words, it will be possible to select images with the most 
appropriate wavelength for the corresponding disease or information.

5.	 Fabrication	of	Multichannel	Bandpass	Filter	Array	with	CMOS	Image	Sensor

 Although we used single passband filters fabricated on a single glass substrate in the 
experiments in Sects. 3 and 4, we also assembled a multichannel bandpass filter for our fundus 
camera system, as shown in Fig. 11. The filter was constructed on a glass substrate (BDA, 
Nippon Electric Glass Co., Ltd.). We controlled the thicknesses during sputtering and etching by 
managing the processing time, which was calculated using preliminarily evaluated sputtering 
and etching rates. Thus, we used sputtering (CFS-4ES-II, Shibaura), photolithography (MA-10, 
Mikasa), and etching (RIE-10NIT, Samco) to complete the production of the five-channel 
bandpass array.
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 Figure 12 shows a photograph of a mosaic multilayer interference bandpass filter fabricated 
on a glass substrate. The side length of the filter was 2 mm and the size of each channel was 52.5 
µm. We combined this filter array with a CMOS image sensor designed in our laboratory. The 
CMOS image sensor we used was 256 × 256 pixels with a pixel length of 7.5 µm. In single-shot 
photography, each image sensor pixel can only obtain information from a single transmission 
band. However, our fundus camera does not dazzle patients and can capture long videos. The 
human eye always moves even when we want to fix our eyes (fixational eye movement).(27) 
Therefore, high-resolution multiband images can be reconstructed by detecting the motion and 
acquiring all the transmission band information for each fundus position.
 Figure 13 shows the appearance of the alignment device and a schematic of the filter 
adhesion. The alignment device comprises two parts: a glass substrate fixing seat and an image 
sensor fixing seat. The alignment device was installed on the movable stage (XY axis) of the 

(a) (b)

Fig.	12.	 (Color	online)	(a)	Photograph	of	a	fabricated	mosaic	bandpass	filter	surface.	The	side	length	of	a	pixel	of	the	
image	sensor	was	7.5	µm	and	the	side	length	of	the	mosaic	pattern	of	the	filter	was	52.5	µm.	(b)	Measured	spectral	
transmittance of each channel.

Fig.	13.	 (Color	online)	Appearance	of	the	alignment	device	and	schematic	of	filter	adhesion.
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measuring microscope. First, we set the filter glass on the right side of the alignment device and 
adjusted the platform’s horizontal axis (α axis) to flatten the filter. Next, the circuit board was 
installed on the CMOS image sensor under the vision of a telecentric microscope. By adjusting 
the knobs on the left side (XYZθαβ axes) of the alignment device, we aligned the pixels of the 
CMOS image sensor with the filter channel. Then, the filter and the CMOS image sensor were 
glued together by UV light curing. The multichannel bandpass filter array will be used in the 
imaging system in our selfie fundus camera.

6.	 Conclusions

 We designed a five-channel bandpass filter based on the principle of the interference filter 
that can operate in the NIR region for spectral detection in a selfie fundus camera. The bandpass 
filter was fabricated by sputtering, lithography, and etching. Before applying the fabricated filter 
to a fundus camera, we first set up a system to verify its performance by externally using it with 
different transmission wavelengths. The results showed that the filter can obtain a spectral 
intensity comparable to that of a spectrometer. Then, we verified that the filter could be used for 
quantitative detection by comparing the known input intensity and measurement data. Finally, 
we confirmed the effect of the number of channels on the performance of spectral reconstruction. 
The error was less than 15% of the maximum value within the measurement range of our 
proposed filter, even in the case of a five-channel filter. Future research opportunities based on 
the findings of this study include combining the bandpass filter array with a CMOS image 
sensor, obtaining pixel-based spectrum information, and achieving spectral detection in the NIR 
fundus camera.
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