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 Weigh-in-motion (WIM) systems are designed to capture and record vehicle weights when a 
vehicle directly passes the WIM measurement region in a normal speed range. WIM systems 
make the weighing process more efficient than the static weighing system. At present, most 
types of transportation use containers in international trade. Therefore, in this paper, we propose 
a novel design of a WIM system for tandem containers, and the radial basis function (RBF) 
neural network (NN) is used to enhance the accuracy of the weighing result. First, we briefly 
introduced the hardware structure and the system model of WIM. Next, we used the RBF NN to 
simulate the WIM model and proposed a self-adaptive algorithm for the center of gravity 
shifting. The WIM software system was implemented, and the experimental results showed that 
the error of this system was less than 3%.

1. Introduction

 With the vigorous development of international trade, container transportation is playing an 
increasingly important role in international shipping owing to its high efficiency, safety, and 
convenience. While the use of containers to transport bulk goods is favored by people, 
transportation safety has also been put on the agenda. To ensure transportation safety, the weight 
of each container must not exceed the specified weight. Currently, ports generally use the 
following three methods to weigh tandem container vehicles:(1) the first is to use a special 
hoisting scale to weigh them in stages, which is costly and low in efficiency; the second is to use 
a static weighing method to evenly distribute the weight after the total weight is determined by a 
truck scale. The unevenness of the cargo during the loading of the container causes the center of 
gravity to deviate. Therefore, not only is the single-box weighing inaccurate, but also overweight 
boxes cannot be detected and banned. 
 The third is to use dynamic axle weighing to measure the weight of the vehicle axle, because 
the sensor is accompanied by the generation of various axle load interference signals and the 
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adaptation of the vehicle speed range is small. Therefore, the measurement accuracy is low, and 
it is difficult to popularize the dynamic axle weighing. For this problem of weighing a single 
container of vehicles in tandem containers, we propose a dynamic single-container weighing 
system for vehicles based on tandem containers. On the basis of the construction of the dynamic 
weighing model, the radial basis function (RBF) neural network (RBFNN) is applied to improve 
the weighing accuracy. An adaptive correction algorithm is established for the deviation of the 
cargo center of gravity. On the other hand, a set of dynamic weighing system software modules 
are developed to improve the efficiency of harbor container weighing. 
 The remainder of this paper is organized as follows. The related works are presented in 
Sect. 2. In Sect. 3, we briefly introduce the prototype system. The proposed adaptive algorithm 
is described in detail in Sect. 4. In Sect. 5, we demonstrate the implementation of the prototype 
system. The conclusions are given in Sect. 6.

2. Related Work

2.1 Dynamic weighing system

 In recent years, a large number of dynamic weighing systems have been developed, including 
the American high-speed dynamic weighing instrument, the static and dynamic vehicle 
weighing system of PEEK UK, the road weight toll system of Singapore Hyde International 
Group, the weighing toll system developed by Beijing Zhongshan Research Institute Weighing 
Instrument Factory, the SM2000s dynamic weighing system developed by Zhongshan Highway 
Automation Equipment Co., Ltd., and the fixed dynamic vehicle weighing system of Chongqing 
Highway Research Institute of the Ministry of Communications, China.
 The truck scale dynamic weighing system can considerably improve the efficiency of the 
logistics.(2,3) However, weighing error is the key factor of the dynamic weighing system, in 
which it is important to reduce the error to an acceptable level and to allow a higher speed limit 
of the truck.
 In 2015, Dong et al.(4) proposed a dynamic truck scale weighing system for containers. It 
simply used three weighing platforms to reduce the error. They focused on reducing the effect of 
low-frequency vibration due to the passing of the truck on the weighing system. However, there 
are some limitations. First, this system needs to have the static data of the truck models 
beforehand. The second is that it allows only one container on the truck.
 In 2015, Zhang et al.(5) proposed a vehicle dynamic weighing algorithm based on a double-
weighing platform truck scale. First, it uses wavelet transformation to filter a weighing signal. 
An expert system is used to identify the vehicle type and the speed of the axle to calculate its 
acceleration. In this work, the BP network is constructed according to the weighing signal, 
speed, acceleration, and axle type of the vehicle. It uses the self-learning ability of the BP 
network and trains a large amount of data to achieve higher dynamic weighing precision. 
 In 2020, Lai et al.(6) proposed to analyze the various factors that affect the static performance, 
such as sensor and platform tilt installations. These factors will affect the static and dynamic 
weighing accuracies. The dynamic truck scale weighing system with or without static calibration 
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is used in the test process. The results show that the dynamic performance index can meet the 
requirements only after the static calibration is used.

2.2 Deep learning 

 A standard neural network (NN) consists of many simple, connected neurons that can 
produce a sequence of real-valued calculations and activations.(7–9) These neurons are well 
organized and divided by three or more layers. In the first layer, also denoted by input layers, 
neurons receive outside inputs. The other neurons become activated through weighted 
connections from active neurons of the previous layer. Learning is achieved by adjusting the 
weights between the neurons of the neighboring layers in order to obtain the NN with the 
expected behavior and performance. The term “Deep Learning”(10) is used to describe these 
developments in the new millennium and driven by computing power.
 The RBFNN(11,12) is a type of artificial NN that uses RBFs as activation functions of the 
neurons. The linear combination of RBFs is applied to the output layer. The RBFNN has been 
successfully used in various applications, such as classification,(13,14) system control,(15–17) and 
battery aging assessment.(18)

3. Proposed System

3.1 Model of proposed system

 In this paper, the proposed weighing platforms are mainly composed of dynamic axle load 
truck scale, static truck scale, dynamic detection instrument, static detection instrument, data 
acquisition device, LCD display, printer, workstation, and signal indicator, as shown in Fig. 1. 
When the vehicle to be tested passes through the weighing platform at a uniform speed of 
5–15 km/h, the dynamic weighing instrument measures the weight of the front, middle, and rear 
axles of the vehicle, and the static weighing instrument measures the total weight of the vehicle. 

Fig. 1. (Color online) Architecture of weighing platform.
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Owing to the difference in measurement accuracy between the dynamic axle load truck scale 
and the static total weight scale, the least square error method is used to calculate the weight 
ratio coefficient, and the measured static and dynamic total weights are determined and 
subtracted from the total weight of the unloaded vehicle to obtain the total weight of the cargo 
and then to calculate the center of gravity offset along the length, the weight of the front 
container, and the weight of the rear container through the RFBNN.
 The hardware structure of the data acquisition device in the weighing platform mainly 
includes a pressure sensor, an acceleration sensor, a signal amplification and bias circuit, a 
forward channel formed by an A/D converter, and a wireless data interface. The STM32F1032E 
SoC is the core part that includes the program memory, data memory, and additional program 
memory. When the vehicle under test passes the weighing platform, the load cell and acceleration 
sensor convert the weight value and vibration quantity into analog electrical signals, send them 
to the analog input terminal of the A/D converter through the amplifier, and then convert them 
to digital signals for processing. The processing result is sent to the LCD as a dynamic 
measurement weight, and the data are sent to the printer for printing. The data can also be sent to 
the computer through the switch and RS-232 level converter for storage or further processing, as 
shown in Fig. 2.
 Owing to the difference in vehicle type, each vehicle is simplified to only one support shaft to 
make the calculation method easy and widely used. The simplified diagram of the actual force 
state of the tandem container vehicle is shown in Fig. 3.
 On the basis of the principle of force and moment balance, we can derive Eqs. (1) and (2) if 
there are n support shafts under each car.

Fig. 2. Model of weighing platform.
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3.2 Estimating the weighing model of ideal cases

 When this assumption is made, if the loading vehicle runs at speed v when weighing, and 
there are multiple support shafts under a certain section of the loading vehicle, the shortest 
distance between any two adjacent shafts is S. To ensure that the dynamic axle load truck scale 

accurately measures the pressure on each bearing, it requires each weighing time St
v

≤ .

 When the whole vehicle runs at a constant speed, the total dynamic friction force against the 
ground is fT. The coefficient of friction is denoted as μ and the total weight of the entire system 
can be obtained as GT, as shown in Eqs. (3) and (4). The total weight of the containers, Gcontainers, 
can be calculated using Eq. (5).

 T
T

T

f G
µ

=  (3)

 T Tractor Trailer containersG G G G= + +  (4)

 TrailerTractor
T

T
containercontainercontainers GGfGGG −−=+=
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Fig. 3. Simplified actual force state of tandem container vehicle.
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 When the vehicle is running at a constant speed, it is ideally assumed that the cargo in the 
container is evenly distributed, that is, the center of gravity of the container is at the center of its 
position. The simplified contact point between the tire and the trailer is used as the support 
point. The distance between the support point and the rear of the vehicle is l, and the length of 
the container is L, and it is assumed that the centers of gravity of the containers are in the 
respective centers of the containers. The direction of the lever arm of the trailer supported by the 
vertical upward direction of the tractor is away from the rear of the trailer, that is, the distance 
between the center pin and the rear of the trailer is L3, and the actual center of gravity of the 
trailer away from the support point is Ltrailer. The force on the tractor and the balance analysis of 
the trailer torque are shown in Fig. 4.
 According to the torque balance shown as Eq. (5), we can determine the weight of each 
container using Eqs. (6) and (7).

 3 1
1 2 32 2( ) ( ) ( )container container trailer trailerG L l G L l G l F l l× − + × − + × = × −  (6)

 

1 21 1 1 1
3 32 2 2 2

1 2
1

( ) ( ) ( ) ( )trailer trailer tractor
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f fG L l l G L l l L l L
G

L
µ µ

× − − + × − + × − + × −
=  (7)

 

1 23 3 3 3
3 32 2 2 2

1 2
2

( ) ( ) ( ) ( )trailer trailer tractor

container

f fG l l L G l L L l L l
G

L
µ µ

× + − + × − + × − + −
=  (8)

Fig. 4. Torque balance analysis of tractor and trailer. 
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 Here, the physical quantities that need to be known are the weight of the trailer (Gtrailer), the 
weight of the tractor (Gtractor), the dynamic friction ( f1) and friction coefficient (μ1) of the trailer, 
the dynamic friction ( f2) and friction coefficient (μ2) of the tractor, and the length of the 
container (L). The distance between the support point of the tractor and the rear of the vehicle is 
l. The distance between the center pin and the tail of the trailer is l3, and the displacement of the 
actual center of gravity of the trailer from the support point is ltrailer .
 Finally, ltrailer is estimated by using the data of the vehicle when it is empty, as shown in 
Fig. 5. When the loading vehicle is empty, let the ground pressure of the tractor be F10, the 
ground pressure of the trailer be F20, and the vertical upward support force of the tractor on the 
trailer be F0; thus, we can determine the ground pressure as

 10 0 trailerF F G= + . (9)

 Then, we take the simplified contact point between the tire and the trailer as the support point 
to take the moment, and we can derive the following equations:

 0 3( )trailer trailerG l F l l× = × − , (10)

 10 3( ) ( )trailer
trailer

trailer

F G l ll
G

− × −
= . (11)

 We substitute these equations into Eqs. (7) and (8), and since the actual measured value is 
equal to the pressure of the tractor tire, the actual measured value is equal to the pressure of the 
trailer tire. Moreover, the pressure of the tire can be dynamically measured as

 
1 1 1 1
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Fig. 5. Analysis of empty load.
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 Here, the physical quantities that need to be known are the total pressure of the tractor against 
the ground (F1), the total pressure of the tractor against the ground (F2), and the total pressure of 
the tractor against the ground when the tractor is empty (F10). The distance between the support 
point of the tractor and the rear of the vehicle is l, which is related to the position distribution and 
the number of support shafts, n, under the trailer of the loading vehicle in practical situations.

3.3 Estimating the weighing model of ideal cases

 In actual transportation, owing to different goods being transported, the physical center of 
gravity of the container is not at its center of gravity. Assuming that the contact point between 
the tire and the trailer is the support point, the distance between the support point and the rear of 
the trailer is l, the actual center of gravity of the trailer is away from the support point, and the 
distance between the center pin and the rear of the trailer is ltrailer. Let the actual physical center 
of gravity of container 1 be the distance from the rear of the vehicle, and the actual physical 
center of gravity of container 2 shall be the distance from the rear of the vehicle. As shown in 
Fig. 6, it is necessary to perform a torque analysis on the trailer in this case. According to the 
torque balance, we can derive

 1 1 2 2 3( ) ( ) ( )container container trailer trailerG x l G x l G l F l l× − + × − + × = × − . (14)

Then, the weight of each container can be calculated as 

 2 2 1 3 2 2 2 10 3
1

1 2

( ) ( ) ( ) ( ) ( )tractor trailer
container

G x l G l x F l x F x l F l lG
x x

× − − × − + × − − × − − × −
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−
, (15)
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Here, x1 and x2 are the distances from the rear of the trailer to the real gravity center of containers 

Fig. 6. Analysis of trailer with real load.
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1 and 2 with loads, respectively. They are also the critical factors that affect the estimation of the 
weight of containers. In the dynamic weighing process, it is not practical to measure the real 
position of the center of gravity of the containers. If we assume the center of gravity of the 
container with loads near the geometric center of the container, the difference between the 
center of gravity and the geometric center will lead to a large error. This is not acceptable in 
many real applications, and the container loading process cannot ensure that the real position of 
the center of gravity should be near the geometric center. In this study, we proposed an approach 
based on the RBFNN to estimate the center of gravity of the container to reduce the error of the 
dynamic weighing process.
 In summary, this system intends to use the relationship between the dynamic equilibrium 
conditions of the vehicle in motion and the pressure and friction to establish a mathematical 
model of the cargo center of gravity position 1

1

/
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∑ along the length of the container, shown as
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where G is the total weight of the cargo. When the two containers of the cargo are regarded as a 
whole, 1
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∑  is the moment centered on the simplified force system of the trailer. The mathematic 

model of the weight of the front container is shown as
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The mathematical model of the weight of the rear container is shown as
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4. Adaptive Algorithm

 In the traditional static weighing system, the vehicle speed is zero in the weighing process. 
On the other hand, the vehicle speed is not a constant in the dynamic weighing system. The 
momentum and vibration affect the measurement accuracy. Therefore, an adaptive algorithm is 
needed to compensate for the effects of the momentum and vibration within a certain vehicle 
speed range. In this study, we chose the RBFNN as the adaptive algorithm to control the 
measurement error in the proposed dynamic weighing system.

4.1 Model of algorithm

 The RBFNN is a typical three-layer forward NN. The most basic RBFNN includes three 
layers, namely, the input layer, the hidden layer (middle layer), and the output layer.(10,11) The 
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input layer is composed of some source points (perception units) that connect the network with 
the external environment and only play a role in the transmission of data information, without 
any transformation of input information; the kernel function (or function of the hidden layer 
neuron) is taken as the RBF, which performs a nonlinear transformation between the input 
information and the hidden layer space, and usually has a higher dimensionality; the output layer 
is linear and provides a response to the activation mode of the input layer.(12) The topological 
structure is shown in Fig. 7.
 The numbers of neurons on the input, hidden, and output layers are N, M, and P, respectively. 
The input pattern is denoted as X = [x1, x2, …, xn] and the output pattern is denoted as 
Y = [y1, y2, …, yp]. In this paper, the Gauss RBF is the hidden layer node and the hidden unit 
output is obtained as

 
2

exp j
j

j

X C
σ

 − Φ = −
 
 

, (20)

where j = 1, 2, …, m and Φj is the output of the j-th neuron in the hidden layer. ‖⋅‖ is the Euclidean 
norm and Cj and σj are the center and width of the hidden neuron j, respectively. Cj is also the 
input vector of the j-th neuron in the hidden layer, Cj = [xj1,xj2,…,xjn].
 The input and output relationship expression of the output layer neuron is

 
1

M

k kj j
j

y w
=

= Φ∑ , (21)

where k = 1, 2, …, p and yk is the output of the j-th neuron in the output layer, and wkj is the 
weight between the j-th neuron in the hidden layer and the k-th neuron in the hidden layer.

4.2 Design of algorithm

 This system uses the Gauss RBF as the hidden node to construct a multi-input dual-output 
RBF three-layer forward feedback network model, that is, the nonlinear function is the Gauss 

Fig. 7. RBF network.



Sensors and Materials, Vol. 34, No. 5 (2022) 1937

RBF.  The width σ and the weight W are used to adjust the algorithm.  The neurons in the hidden 
layer are selected according to the empirical formula

 h m n a= + + , (22)

where m is the number of input nodes, n is the number of output nodes, and the constant a is 
between 0 and 10. The adaptive adjustment is via the sample training, the K-means clustering 
algorithm is used to determine the center of the hidden layer RBF, and the width is calculated as

  
2

maxd
h

σ = , (23)

where dmax is the maximum distance between the centers of the basis functions obtained by the 
K-means clustering algorithm. h is the number of neurons on the hidden layer. The K-means 
clustering algorithm mainly performs the mapping calculation of the neural unit from the input 
layer to the hidden layer. This clustering algorithm is a basic division method in the clustering 
method, and the sum of square error criterion functions is often used as the clustering criterion 
function.
 In the weight update process, the recursive least squares (RLS) algorithm has a higher 
convergence rate than the traditional gradient descent algorithm, and it can solve the linear 
optimization problem of the connection weight between the hidden layer and the output layer.
 The numbers of neurons in the input, hidden, and output layers of the RBFNN are 7, 8, and 2, 
respectively, the maximum number of cycles is 20, and the training error is 3%. The key neuron 
factors in the RBFNN model are the front axle load F1, middle axle load F2, rear axle load F3, 
vehicle speed V, included angle θ, the distance between traction axles and trailers, d1, distances 
between the axle and the tail of the trailers, d2 and d3, the distance between the center pin and 
the tail of the trailer, l3, the weight of the unloaded tractor, T1, the weight of the unloaded trailer, 
T2, the ground pressure of the unloaded tractor F10, container length L, maximum rated load δ, 
the mass center of gravity of the trailer, G, and the distance between the center of gravity of the 
trailer and the front of the container, L1. The real weights of the front and rear boxes are mainly 
used to control the degree of convergence of the iteration, that is, after the iteration end condition 
is met, the result is automatically saved and the calculation is terminated. After substituting a 
large number of experimental samples for network training, it is found that when the number of 
training samples increases to 20, the training error meets the target requirement of less than or 
equal to 3%, and the training can be stopped. The simulation effect is shown in Fig. 8.

5. Performance Analysis

 In this paper, three different models, namely, FAW Jiefang CA4222P21K2T3A1E, FAW 
Jiefang CA4252P21K2T1A2E, and FAW Aowei CA4252P21K2T1E are tested in actual tests. The 
specific parameter data are collected in Changzhou Hongshida Electric Manufacturing Co., Ltd. 
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When a double-container vehicle loaded with real objects is traveling at a constant speed of 5–15 
km/h on an over-dynamic static joint weighing platform, the movement state is recorded in turn 
when passing through the dynamic axle weighing platform. We download the front axle load F1, 
middle axle load F2, and rear axle load F3 of the freight vehicle, and through the management 
recognition software, we determine the best output correction value of the vehicle to be tested 
and measure the dynamic total weight Gdynamic, as shown in Table 1.
 The static total weight Gstatic is recorded through the static weighing platform. Using the 
management recognition software, the corrected axle weight P’n and the corrected Gstatic are 
measured, as shown in Table 2.
 To facilitate the promotion and application of the algorithm proposed in this paper, the 
algorithm is specially packaged as a dynamic link library, and a set of dynamic single-box 
weighing software systems for serial containers has been developed. The development 
environment of the software system is Visual Studio 2010, the database is SQL Server 2008, and 
the software interface is shown in Fig. 9.

Fig. 8. (Color online) RBFNN training error number of iterations.

Table 1
Results of dynamic weighing.

Jiefang 
CA4222P21K2T3A1E

Jiefang
CA4252P21K2T1A2E

Aowei
CA4252P21K2T1E

Speed υ1 (km/t) 4.890 4.890 4.890
Speed υ2 (km/t) 5.120 5.120 5.120
Speed υ3 (km/t) 9.870 9.870 9.870
Speed υ4 (km/t) 10.14 10.14 10.14
Speed υ5 (km/t) 14.56 14.56 14.56
Front axle F1 (kg) 4775.56 5765.23 3664.21
Middle axle F2 (kg) 12625.14 20425.23 27312.35
Rear axle F3 (kg) 37520.98 29254.35 38736.21
Gdynamic (kg) 43561.45 55444.81 69712.17
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6. Conclusions

 The dynamic single-box weighing system based on tandem containers proposed in this paper 
can effectively improve the accuracy of single-box dynamic measurement and can meet the error 
accuracy control within 3%. This system can meet the requirements of port container dynamic 
single-box overweight detection. In the future, a variety of sensors will be used to transform the 

Fig. 9. (Color online) User interface of system.

Table 2
Results of static weighing.

Jiefang 
CA4222P21K2T3A1E

Jiefang
CA4252P21K2T1A2E

Aowei
CA4252P21K2T1E

Total weight (empty) T (kg) 16080 14780 17080
Front axle (empty) P′1 (kg) 4360 4240 3680
Middle axle (empty) P′2 (kg) 5900 6480 6500
Rear axle (empty) P′3 (kg) 5500 6020 6100
Container A length LA (mm) 6058 6058 6058
Container A weight (empty) GA′ (kg) 1600 1600 1600
Container B length LB (mm) 6058 6058 6058
Container B weight (empty) GB′ (kg) 1700 1700 1700
Arm length d (mm) 7645 6425 5876
Shift for center of gravity ∆dA (mm) 300 200 300
Shift for center of gravity ∆dB (mm) 200 200 100
Correction factor  K = Gsta/Gdyn 1.2611 0.9991 1.0282
Gstatic (kg) 54938 55400 71680
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static and dynamic weighing platforms to enhance the detection capability of the system when 
the vehicle is traveling at a high speed, further improve the efficiency and accuracy of dynamic 
container weighing, and reduce the cost of dynamic container weighing.
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