Adaptive Region of Interest Detection Method for Liver Cancer Image Based on Convolutional Neural Network for Biochemical Sensing System
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Traditional image-based detection methods for liver cancer have problems of large overlap error and low accuracy; thus, a paradigm based on the overlapping error for image detection has been proposed in previous works. In addition, biochemical sensing systems, such as lab-on-a-chip, BioMEMS/NEMS, and biomimetic systems, have stimulated much interest in the research community. We propose an adaptive region of interest detection method based on a convolutional neural network. Deep learning is carried out for some layers of the convolutional neural network, and parameters are optimized by using the improved loss function. Image features are enhanced and extracted in combination with histogram equalization, liver cancer regions of interest are extracted on the basis of an extensible markup language file, and the adaptive detection of liver cancer shadow-related areas is completed via computing through online detection and annotating a sequence of computed tomography images. Experimental results show that the proposed algorithm can effectively reduce the overlap error and improve the detection accuracy. When the number of image sets was 300, the detection accuracy of this method was 95.5%.

1. Introduction

The liver is one of the most important organs of the human body, and early effective pathological detection can help treatment. To help medical experts diagnose and treat liver diseases, it is necessary to accurately segment the region of interest (ROI) of liver cancer on a computed tomography (CT) image.(1) The liver is composed of hepatic lobules and liver cells, but the image boundary information is not accurate owing to the use of different scanning instruments. To help clinical experts diagnose and treat liver cancer, it is necessary to accurately detect the feature information in CT images.(2,3) The accurate segmentation of liver cancer tissue from CT images has been a research hotspot in recent years. To solve this problem, a variety of liver cancer image detection methods have been proposed.(4) Among them, common methods include gray level and gradient feature information detection methods, the level set method, and...
the graph cut method. The working principle of the methods based on gray information is to check the image target intuitively and define the image boundary information according to the gray value of the image. However, such methods are limited by the gray distance between the background and the target. When the gray distance of the target is very long, the performance of image target detection is poor. For some liver cancer images with an uneven gray distribution, undersegmentation and overcutting occur during detection. In addition, a statistical segmentation method based on shape has been proposed. Whether these two methods can accurately detect the ROI in a liver image mainly depends on the liver image registration process. However, because of the close relationship between human liver images and other tissue texture images, the registration process has low performance. Therefore, a method that can automatically detect and accurately obtain image features of liver cancer is urgently required.

Sun et al. proposed a liver cancer detection method based on the polarization characteristics of biological tissue, i.e., the principle of interaction between light and biological tissue. They used a polarization imaging system for 30-µm-thick dyeing, not a hepatocellular carcinoma (HCC) slice image, to characterize the structure of biological tissue. (5) This method can improve the effectiveness of pathological detection, but the detection accuracy still requires improvement. Guo et al. proposed a detection method for liver tumors and pulmonary nodules based on medical CT images. (6) In this method, liver tumors and pulmonary nodules were detected by deep learning and lung nodules were detected by the target detection method.

To detect liver lesions more accurately and effectively, in this paper, we propose an adaptive ROI detection method based on a convolutional neural network (CNN). In particular, we constructed a network model for the automatic detection of liver cancer images, then completed the network model depth learning, e.g., optimizing the model parameters, uniting histogram equalization, extracting image features, as well as obtaining ROI information for liver cancer. Finally, a method involving CT sequence online detection and labeling is applied, and the adaptive detection of liver cancer shadow-related areas is completed. Simulation results show that the algorithm can effectively reduce the volume overlap error and improve the detection accuracy.

2. Network Architecture for Automatic Detection

2.1 Convolutional neural network

The overall structure of a CNN is very similar to that of a feedforward neural network. Similarly to a feedforward neural network, each node in a CNN is a neuron. (7–9) Figure 1 shows the structure of a CNN.

(1) Input layer

The input layer inputs information into the neural network, which provides image data to the network. The working principle of this layer is to convert the 3D matrix data in the image into the input matrix of the neural network and then transmit the input matrix to the convolution layer through the link transmission.
The convolution layer is the most important layer in the CNN, and the convolution layer filter is the core part of the network, also known as the core. Figure 2 shows the structure of the CNN test network considered in this paper.

The convolution layer filter calculates the element matrix node of the lower bit element by using the propagation structure via the kernel. The calculation formula of the lower element is

\[
C(B) = f \left( \sum_{a=1}^{1} \sum_{b=1}^{1} \sum_{c=1}^{4} q_{a,b,c} \lambda_{a,b,c}^{n} \right),
\]

where \( q_{a,b,c} \) is the node value, \( \lambda_{a,b,c}^{n} \) is the weight of node \( n \), and \( v \) is the bias parameter. The CNN uses matrix multiplication to establish the relationship between the input and the output. Each parameter in the weight matrix represents the relationship between the input value and the output unit.\(^{10,11}\)

The pooling layer operated with the maximum value is called the maximum pool layer, and the pooling layer operated with the average value is called the average pool layer. The filter is also in the pooling layer. Although there is still a convolution depth in a single-layer filter, the depth layer still exists and the span of the filter is only one. The movement of the filter layer in the pooling is affected by the length, width, and depth of the tank.

2.2 Parameter optimization algorithm

In the training process, the gradient descent method is used for optimization, and the loss function of the gradient descent algorithm is given. In the training process, the loss function is used to evaluate the quality and applicability of the model.\(^{13-15}\) The model in this paper has a smaller loss function, a better fitting degree, and better parameters than the gradient descent method. In this paper, the normalized exponential function is used as the loss function.
It can be seen from Eq. (2) that through the normalized exponential function, the sum of all input values is 1, that is, each input value is the probability of a specific category. The formula used to update the parameters in the gradient descent direction is

\[ x'_i = x_i - \alpha \frac{\partial C(B)}{\partial x_i}, \]  

where \( \alpha \) is the learning step size and determines the length of each step in the gradient descent process. The parameters are updated until the loss function achieves the minimum value.

3. Liver Cancer Image Preprocessing and Sample Acquisition Based on Histogram Equalization

In this section, we study the liver cancer image preprocessing and sample acquisition methods. The process used to construct the database is shown in Fig. 3. The CT images of liver cancer are stored in DICOM format, making it necessary to analyze the CT images and transform them into gray images. To extract the ROI, the extensible markup language (XML) annotation file in the database provided by experts is used to extract
coordinated decisions on liver cancer. Finally, the ROI is standardized to establish a unified liver cancer image sample database.

3.1 Enhancement of liver cancer image based on histogram equalization

Histogram equalization is a process of improving the overall image contrast by adjusting the direct distribution of the image gray level.\(^{(16)}\) The process can make the gray level on the histogram more uniform, which is conducive to improving the contrast of the image. It is particularly suitable for the background and foreground of medical images, i.e., light-dark contrast.\(^{(17)}\)

Histogram equalization involves mapping and transforming the gray level of the original image, i.e., transforming the gray value \(R\) into \(S = T(R)\). The probability density function \(G(R)\) is used to represent the gray level distribution of the image, and \(T(R)\) is the transformed gray level function,

\[
S = T(R) = \int_{0}^{R} G(R) dR, \tag{4}
\]

where \(0 \leq R \leq 1\).

3.2 Extraction of liver cancer candidate region based on XML file

The 2D CT findings of HCC and other liver tissues are collectively referred to as liver lesions. To obtain the ROI of liver cancer, an accurate segmentation of the liver cancer is required in traditional liver cancer detection, for which the process is complex.\(^{(18)}\) In this paper, we propose a new method of selecting candidate regions by combining two schemes.
(1) The edge detection algorithm obtains the edge region of the CT image.
(2) The 2D Gaussian function probability threshold method fine-tunes the edge region.

Two thousand candidate points are obtained by the two schemes, in which three scale candidate regions are formed. This method is targeted and can cover the liver cancer site comprehensively.\(^{(19,20)}\) A 2D Gaussian probability density function of the liver disease template is constructed:

\[
M(x, y) = \rho \left( \frac{x - \mu_1 - x - \mu_2}{\sigma_1 \sigma_2} \right)^2 \frac{1}{2\pi\sigma_1\sigma_2\sqrt{1-\rho}},
\]

where \(\mu_1\) and \(\mu_2\) are expected values and \(\sigma_1\) and \(\sigma_2\) are variances. When \(\rho \geq 1\), a high-response region is generated in the middle of the 2D image, as shown in Fig. 4.

Figure 4(a) shows the original input of the CT image, Fig. 4(b) shows the high-response region of the 2D Gaussian function on the left side of the 2D image, Fig. 4(c) shows the edge sampling point generated by Carney edge detection, and Fig. 4(d) shows the 2000 sampling areas generated by the two methods. To make full use of the spatial context information of CT sequences, positive predictive values are added to the sequences as candidate seed points.\(^{(21)}\) In the online test, the generated sampling area is used as the input area for target classification and the detection of CT images. The selected scale area contains three scale images centered on seed points.

Fig. 4. (Color online) Schematic diagram of candidate area.
The main bases of target recognition and classification are the texture and contour features of the ROI. According to the feature information of CT images, three types of image data are constructed as the original input.

1. After adjusting the window width and window height, the CT gray image is used by doctors to determine the type of disease.
2. A gray enhanced image, which emphasizes the target, strengthens the contrast between the target and the background, and highlights the characteristics of the target.
3. The scanned image obtained by the CT machine and the original CT value can reflect the ability of X-rays to penetrate human tissue, and the clarity and range slightly depend on the radiation dose intensity.

High-density tissue has a radiodensity between −1000 and +1000 Hu, and the penetration ability of X-rays is weak. The segmentation range of the CT value increases the difference between different tissues, making it easy to distinguish them. The problem with large-scale segmentation is that the image cannot be directly represented, although the data is still valuable, as shown in Fig. 5.

On the basis of the above contents, the liver cancer information in the XML file is analyzed and extracted as follows.

1. Calculate the patient’s number. Set the string of intervals as the number information of patients.
2. Extract the labeling information of four radiologists by a circulation method. XML file and annotation information corresponding to four experts is obtained. If the expert’s number is not given in the XML file, it is necessary to perform the following steps at each interval:

Fig. 5. (Color online) Liver CT data.
(1) Search for tags that store liver cancer information. When the tags contain effective markers, the feature information of subjective lesions can be extracted. In addition, all liver cancer coordinate information is saved on each label.

(2) Search for tags for non-liver cancer information.

Using the above XML file parsing steps, we obtain the information from all liver cancer and non-liver cancer radiologists. This method is based on liver cancer and non-liver cancer coordinates, and the information is accurate and reliable. The ROI region is selected from liver CT images of the corresponding patients. In addition, the CNN works well in the case of a background without the need for the accurate segmentation of liver cancer.

### 3.3 ROI extraction

ROI extraction can greatly shorten the image processing time, improve the accuracy of subsequent classification, and greatly increase convenience in image analysis. In this study, we use the morphological method to separate the ROI, which improves the effectiveness of detection for the subsequent image classification. For liver CT images, it is unnecessary to take the whole image as the input data for deep learning; only the ROI must cover the liver cancer area. The processing steps are as follows:

After the image is processed, noise such as the scan line is removed. Then, the image template is obtained by hole filling and mask operations, and the ROI of the liver cancer image is obtained by a mask operation. After detection and segmentation, the image can be used as the input image of the model for recognition, but the general recognition of liver cancer mainly focuses on the ROI. Therefore, it is necessary to continue using the threshold and morphological methods to extract the ROI from the segmented image to eliminate the interference of small human tissues and blood vessels.

### 3.4 Achieving normalized samples

Because of the different sizes of ROI regions, the size of the input image in the network model must be consistent to avoid large errors in the detection results. Bilinear interpolation is used to standardize the ROI. The algorithm ensures that the enlarged image maintains continuous pixel values in the X- and Y-directions to ensure the image quality.

Figure 6 shows a schematic of the bilinear difference algorithm. Linear interpolation is carried out for the sum in the X-direction. The gray value after interpolation is given by Eqs. (6) and (7):

\[
f(L_i) = \frac{x_{i+1} - x}{x_{i+1} - x_i} f(Z_{ij}) + \frac{x - x_i}{x_{i+1} - x_i} f(Z_{i+1,j}),
\]

\[
f(L_{i+1}) = \frac{x_{i+1} - x}{x_{i+1} - x_i} f(Z_{ij+1}) + \frac{x - x_i}{x_{i+1} - x_i} f(Z_{i+1,j+1}).
\]
Then, linear interpolation is carried out in the Y-direction using $L_i$ and $L_{i+1}$. The gray value after interpolation is as follows:

$$ H(x) = \frac{y_{i+1} - y_i}{y_{i+1} - y_i} f(L_i) + \frac{y - y_i}{y_{i+1} - y_i} f(L_{i+1}), $$

where $H(x)$ is the pixel value after bilinear interpolation. In this paper, the bilinear interpolation algorithm is used to normalize the extracted candidate region and convert it into a $32 \times 32$ image.

4. Adaptive ROI Detection Method for Liver Cancer Image Based on CNN

4.1 Strategy for improving the CNN model

We complete the detection of the liver cancer ROI by using a 2D segmentation image. Because of the time and the large amount of memory required for the training process, for the extracted part, the target can be reduced to the size of the liver cancer.

The pixel center of the 2D candidate is taken as the centroid, and two fixed-size custom pixels are extracted as the training set of the classification network. In this method, two blocks ($25 \times 25 \times 8$ and $50 \times 50 \times 20$) are extracted to train two different volume integral networks. Compared with traditional methods, this method has three advantages:

1. For liver cancer with a large diameter, this method contains all the information about the liver and avoids the problem of incomplete information due to the set size of a single scale being very small.
2. For liver tumors with a small diameter, this method maintains a large proportion of small slices to ensure that the network learns useful features.
3. This method increases the amount of context-aware information in the classification process and improves the recognition accuracy of the classification model.

Fig. 6. Bilinear interpolation method.
4.2 Online detection and labeling of CT sequences

To make full use of the spatial information in the detection process and detect the complete image, we propose a CT layer-by-layer detection method based on the complete sequence. By predicting the neighborhood of the CT sequence, a highly responsive voxel space is obtained, thus realizing the online detection and annotation of the sequence.\(^{(29,30)}\) The sequence line detection method can improve the detection accuracy and reduce false alarms. In the detection process, a CNN with the same structure as in Fig. 1 is used for detection. The final test results \(y(Y_1, Y_2, Y_3)\) are generated by a voting mechanism.

To ensure a large number of training data and testing data processing under the condition of large-scale data, the image is adjusted to three scales of 102, 202, and 302 pixels.\(^{(31,32)}\) Aiming at the selection of the interpolation method, we propose an optimization algorithm based on gray image information entropy. For a gray image, the information entropy is expressed as

\[
S_x = \sum_{i=0}^{\text{max}} k_i \log k_i, \tag{9}
\]

where \(k_i\) is the probability value of pixels in the image.

4.3 Adaptive detection results

For candidate nodule \(u_i\), different classification results are recorded as \(P_I(I = k | u_i)\) and \(P_2(I = k | u_i)\), where the former with \(k = 0\) is the probability of a non-nodule and the latter with \(k = 1\) is the probability of a nodule. In this study, we detect the output of the network model adaptively. The formula used in adaptive fusion detection is

\[
R(h) = \sum_{i=1}^{2} \frac{w_i P_i}{S_x}, \tag{10}
\]

where \(\tau\) is the adaptive learning step size and \(w_i\) is the corresponding weight of each classification result. To verify the effectiveness and feasibility of this method, we carried out simulation experiments.

5. Implementation and Verification of Detection Algorithm

5.1 Experimental platform

The computer configuration used in this experiment was composed of the following components: inteli7-8700 CPU, NVIDIA GTX 1060 GPU, 6 GB video memory, 16 GB memory configuration, Linux operating system, Ubuntu 14.04, deep learning framework for Caffe, CUDA, OpenCV, and Blas, and Python and MATLAB programming languages.
5.2 Experimental data

The data set used was from TCGA, the largest publicly available reference database of tumor genomic maps, which contains 1634 CT scans. The resolution of each slice is $512 \times 512$ and the element spacing is 0.74–0.742 mm.

The data included DICOM medical images and annotated information from four radiologists, who annotated the dataset in two phases. Each expert determined the characteristics of the lesion in the first stage, then examined the results of the other three experts in the second stage to determine the final diagnosis. On this basis, after two stages of processing, the rate of missed diagnosis was minimized, giving the data set a high reference value. The data also included the degrees and characteristics of the lesions.

For subjective reasons, different experts made different comments on the same images. Taking the comments of 3–4 experts as the final reference standard, 500 CT examination results were used as experimental data. During the experiment, the data set was divided into the training and test sets, and the 50-fold cross-validation method was used. Five hundred CT scan results were randomly divided into five groups. In the experiment, four groups were selected as the training set and the fifth group was selected as the test set. Therefore, different datasets were obtained each time, ensuring the full use of samples and accurate results.

5.3 Parameter setting

In the training process, the pre-trained model was used for retraining. The weight of each CNN layer was determined by the random gradient descent method. The standard deviation of the weight was 0.0105. The batch setting was 12, the momentum was 0.9, the weight attenuation was $5 \times 10^{-4}$, and the initial learning rate was $10^{-4}$.

5.4 Evaluation index

(1) Volumetric overlap error

The smaller the error between the actual and expected segmentation result volumes, the more accurate the liver segmentation result. The volumetric overlap error is defined as

$$V(i) = 1 - \frac{|A \cap B|}{|A \cup B|},$$

where $A$ is the area of liver cancer in the detection result and $B$ is the expected detection result. The test results are shown in Fig. 7 and Tables 1–3.

It can be seen from the results that the error of the proposed method is the smallest among the methods, i.e., information about liver cancer is detected the most accurately.

(2) Receiver operating characteristic (ROC) curve analysis

In the working characteristic curve of a research object, the false positive (FP) is plotted on the horizontal axis and the true positive (TP) is plotted on the vertical axis. In the field of disease
diagnosis, the ROC curve is widely used, which can effectively demonstrate the ability of different detection methods in disease differentiation. It can intuitively and concisely analyze the accuracy of images and reveal the relationship between sensitivity and specificity. The ROC curves obtained by image processing using different methods are shown in Fig. 8.

As can be seen from Fig. 8, the image input model after image preprocessing in this paper has a higher recognition performance than that in Refs. 5 and 6. The ROC curves after image processing are higher than those for the original image. However, this method is very effective when the specificity exceeds 0.2. The closer the specificity is to exceeding 0.2 in the ROC curve, the more effective the method will be. The results show that the model has a high recognition rate after segmentation and ROI extraction, which is conducive to improving the classification accuracy of the model.

To verify the effectiveness of different detection methods for liver cancer images, the methods in Refs. 5 and 6 and the proposed method are compared in terms of the highest detection accuracy for different image sets, and the results are shown in Table 4.

Table 1
Results of the method of this paper.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Volume overlap error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>5.34</td>
</tr>
<tr>
<td>100</td>
<td>5.46</td>
</tr>
<tr>
<td>150</td>
<td>5.87</td>
</tr>
<tr>
<td>200</td>
<td>5.55</td>
</tr>
<tr>
<td>250</td>
<td>5.31</td>
</tr>
</tbody>
</table>

Table 2
Results of liver imaging using method in Ref. 5.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Volume overlap error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>7.33</td>
</tr>
<tr>
<td>100</td>
<td>6.45</td>
</tr>
<tr>
<td>150</td>
<td>7.31</td>
</tr>
<tr>
<td>200</td>
<td>7.56</td>
</tr>
<tr>
<td>250</td>
<td>6.99</td>
</tr>
</tbody>
</table>

Table 3
Results of liver imaging using method in Ref. 6.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Volume overlap error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>36</td>
</tr>
<tr>
<td>100</td>
<td>35.98</td>
</tr>
<tr>
<td>150</td>
<td>37.01</td>
</tr>
<tr>
<td>200</td>
<td>34.56</td>
</tr>
<tr>
<td>250</td>
<td>36.12</td>
</tr>
</tbody>
</table>
The highest detection accuracy of the proposed method in this paper is significantly greater than those of the other methods for all numbers of image sets. Thus, the proposed method has high detection accuracy and applicability.

(3) Performance comparison of different computer-aided design systems

To verify the performance of the proposed method and the methods in Refs. 5 and 6, we compared all the network models and obtained the accuracy rate for liver image segmentation in the training and testing sets, as shown in Figs. 9 and 10, respectively.

The experimental results show that the indexes of the proposed method are better than those of the two methods. In CT images, blood vessels, tissues, and fat have little effect on model recognition, making it necessary to preprocess the CT images. Using the morphological method to reconstruct the image, targeting the small noise and concave defects at the edge of the image, the noise interference is reduced, which is conducive to improving the classification effect of the model and further improving the accuracy of detecting liver images.

To evaluate the effectiveness of image detection for liver cancer lesions for the three methods, we obtain the image detection results for liver cancer lesions shown in Fig. 11.

![Fig. 8. (Color online) ROC curves.](image-url)

The highest detection accuracy of the proposed method in this paper is significantly greater than those of the other methods for all numbers of image sets. Thus, the proposed method has high detection accuracy and applicability.

### Table 4

<table>
<thead>
<tr>
<th>Number of image sets</th>
<th>Method in Ref. 5</th>
<th>Method in Ref. 6</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>76.0</td>
<td>80</td>
<td>98.0</td>
</tr>
<tr>
<td>100</td>
<td>78.0</td>
<td>78</td>
<td>98.0</td>
</tr>
<tr>
<td>150</td>
<td>74.0</td>
<td>75.6</td>
<td>97.0</td>
</tr>
<tr>
<td>200</td>
<td>72.0</td>
<td>73.4</td>
<td>96.5</td>
</tr>
<tr>
<td>250</td>
<td>69.5</td>
<td>70.2</td>
<td>96.0</td>
</tr>
<tr>
<td>300</td>
<td>68.2</td>
<td>69.8</td>
<td>95.5</td>
</tr>
</tbody>
</table>
In Fig. 11, the red box indicates the bounding box predicted to be a liver cyst lesion, and the character set Cyst 1.00 indicates that the predicted probability of the lesion being a cyst is 1.00. The green box and data indicate the bounding box of the labeled lesion and the type of lesion, respectively. Figure 11 shows that the detection results for liver cyst lesions are different for the different methods. It can be seen from this figure that the proposed method has the highest accuracy rate.
6. Conclusions

The ROI is an important tool for doctors to diagnose HCC. To solve the problems of volume overlap error and low accuracy of traditional liver cancer image detection methods, an adaptive ROI detection method based on a CNN was proposed. Through several sets of comparative experiments, we demonstrated that the performance of the proposed method is superior to that of traditional methods. Although there are still some shortcomings in the proposed method, it can also be applied to other image data and medical image processing tasks.
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