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Companion bots such as chatbots in cyberspace or robots in real space gained popularity
during the COVID-19 pandemic as a means of comforting humans and reducing their loneliness.
These bots can also help enhance the lives of elderly people. In this paper, we present how to
design and implement a quick prototype of companion bots for elderly people. A companion bot
named “Hello Steve” that is able to send emails, open YouTube to provide entertainment, and
remember the times an elderly person must take medicine and remind them is designed and
implemented as a quick prototype. In addition, the bot combines the features of a mobile robot
and a chatbot. The experimental results show the effectiveness of the design through its very
high accuracy when navigating mobile-robot-like tasks and responding to chatbot-like tasks via
voice commands.

1. Introduction

The lockdown and isolation due to the COVID-19 pandemic have drastically affected the
social life of elderly people, increasing the demand for robots and chatbots that can help
them.(I-9) Isabet et al?) carried out a literature review of such robots using the PubMed/
Medline, Web of Science, Scopus, EMBASE, and PsychINFO search engines with three
categories of keywords: elderly or older or senior or elder; telepresence robot or assistive robot or
social robot; and COVID-19.

As an example of using a multirobot architecture during the pandemic, Bao et al.® designed
autonomous robots for cabin hospitals in Wuhan, China, with special focus on the sensors used
by service robots. The functions of the robots include autonomous disinfection, delivery,
cleaning, temperature measurement, physical interaction, and conversation assistance. Utilizing
multiple sensors, these robots, controlled by cloud controllers, can collaborate with each other in
large and complicated scenes.

The aim of our paper is to provide guidelines for constructing a quick prototype of a
companion robot to assist elderly people in their daily life and during a lockdown. It focuses on
the design and development of a user-friendly system that integrates chatbot components and
mobile robotic parts. Available communication technologies such as WiFi, Zigbee, radio-
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frequency identification, and Bluetooth Low Energy enable assistive health robots and elderly
people to communicate.®~! In addition, these sensors and communication technologies provide
signal parameters applicable to localization techniques,(!>!9) and can be used in combination
with the navigation algorithm using ultrasonic sensors, as described in Sect. 2, along with other
robotic information. The results and discussion of our study are presented in Sect. 3. Finally,
Sect. 4 concludes the current work and suggests future work.

2. Materials and Methods

This section explains related materials and methods and is organized as follows. Section 2.1
describes voice assistant functions and the chatbot function of the robot named “Hello Steve”.
The physical appearance of “Hello Steve” is shown in Fig. 1. These voice command functions
will be used to command the robots via the voices of elderly people. Section 2.2 presents a
localization and map-making algorithm for our robot. These functions will be used by the robot
to locate its position and orient itself inside the house of an elderly person while acting as a
companion.

Fig. 1.  (Color online) “Hello Steve”, a companion robot.
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2.1 Design of voice assistant functions

Voice assistant functions are designed on the basis of neuro-linguistic programming (NLP).
In general, NLP frameworks can be divided into seven elements: segmentation, tokenizing, stop
words, stemming, lemmatization, speech tagging, and name entity tagging.!”) The purpose of
NLP is generally to mimic human languages. In other words, our goal is to create a personal
assistant that is on standby at all times. Therefore, the system must be able to understand human
speech and identify a given condition.

Once the bot receives a human voice command, it must execute that command as required.
Therefore, the chatbot execution can be summarized into the four simple steps shown in Fig. 2.
Firstly, the speech recognition step converts human speech into text. Secondly, the bot compares
the text with conditions. Thirdly, the bot processes the conditions. Finally, the bot responds with
an action or speech by transforming text into speech.

The overall design of the chatbot-like functions include the following.

(1) Voice commands for using YouTube.

» Voice command to open application.

* Voice command to search.

* Voice command to play video.

(2) Voice commands for using Google.
* Voice command to open application.
* Voice command to search.

(3) Voice commands for using Gmail.

* Voice command to send email.

* Voice command to name subject.

* Voice command to select who to send email to (based on name).

* Voice command to give details of email.

(4) Voice commands for reminder system.

* Voice command to initiate reminder system.

* Can freely choose what to be reminded of.

* Can set timer.

* Work in parallel with main program.

]

Human speech / Copvert to te:]ct i Con;lfptare Ec:ndmor_'nt? in ;ode Respond in ahctlon
Human command SRS ext == condition or speec
recognition | Then do something blah blah (Text to speech)
|

Fig. 2. Working concept of a voice chatbot.
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(5) Voice commands for taking notes.

* Voice command to initiate note taking.

* Voice command to write details of note.

To demonstrate how the concept shown in Fig. 2 is executed, as an example, the Play YouTube
command is discussed. Giving the command word “play” will allow the bot to play a specific
video on the application. As shown in Fig. 3, using a voice command to name the video that the
user wants the bot to play will result in the desired video being played. A block diagram
corresponding to the event in Fig. 3 is given in Fig. 4.

As the name implies, the “wake word” to prepare the robot to receive a command is “Hello”.
Since the former name of the robot before integrating the chatbot feature was Steve, we call the
upgraded robot “Hello Steve”. As shown in Fig. 4, the user can give commands using voice
assistant functions to open YouTube, play any video on YouTube based on a voice input, and
search for any video on YouTube via voice input. Section 3.1 provides test results.

What do you
want me to
do?

Playing
Doraemon
episode 2.

Play
“Doraemo

&
W

Fig. 3. (Color online) Example of using YouTube play command.

Wake word
(Hello) Youtube
e Open Machine ] Machine
Youtube. / response Opening response If no
Machine ‘ ilsa ! — “Opening Yo_utub_e “Do you want -
response Youtube Youtube animation. to search
“What do : please wait” anything?”
you want =
~
:;noe?to o Machine Play “_"on ] Sleep /
— | Play“_ | response — youtube :’::“n:;’t
b 4 ‘ “Playing “_"" application. S
Machine )
| Search __.| response aﬁ:tever Show
Youtube. “Whatdoyou [ you want to search
want to search o result,
fl for?” search. ‘
L

Fig. 4. Block diagram of the command functions using YouTube.
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2.2 Localization and map-making algorithm

A localization and map-making algorithm for “Hello Steve” is quickly implemented by using
classic Bayesian conditional probability.!® A simple navigation concept for detecting the
gateway to the next room is divided into two steps: Step 1, move the robot toward the goal; Step
2, follow the wall until it finds the next gateway. To reduce uncertainty, an empirical method for
generating a sensor model is employed to collect data, in which the frequency of a correct
reading of the sensor must agree with a set of beliefs from all possible observations.!®) Sensors
such as sonar and LiDAR sensors can be used to observe whether an element Grid(i, j) on a 2D
space map is occupied or empty.

The map-making process of the robot involves transforming a set of data obtained from local
sensor observations into a global map. The process uses a robot-centered approach and is
independent of the robot position. An occupancy grid, which is a 2D array defined by coordinates
(@, /) in a rectangular space, is normally used to represent metric maps. An occupancy grid with
higher accuracy can be obtained by fusing multiple sensor readings. Update rules and sensor
models are required to combine the uncertainty for a pair of observations. This can be performed
by using Bayesian methods, where a probabilistic sensor model or an approximated belief
function is used when a statistical average is difficult to obtain.

In the Bayesian approach, the conditional probability P(B|s) that a particular event B
(approximated by a belief) actually occurs given a particular sensor reading s can be expressed
as

P(s|B)P(B)

P(Bls)= P(s|B)P(B)+P(s|-B)P(=B)

D

Since B = {B, —B}, where B is occupied and —B is empty, and P(B|s) P(s) = P(s|B) P(B), Eq.
(1) can be rewritten using m multiple observations, s; (=1, 2, 3, ..., m), as

P(s,|B)P(B|s,.)
P(s,|B)P(B]s, )+P(s,|-B)P(=B]|s, )

P(B|s, )= )

Note that Eq. (2) will be updated each time a new observation is made, and the new value will
be stored at Grid(i, j). Since the commutative law is applied, two or more simultaneous readings
yield the same result. Section 3.2 provides test results.

3. Results and Discussion
3.1 Voice command tests

Our experiment simulates the designed features of voice assistant functions to test the
interaction between a human and the robot, as shown in Fig. 5. The voice command tests were

simply carried out by commanding the robot and recording the response. Each test command in
Table 1 was given 100 times for each item by using different words.
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Fig. 5. (Color online) Block diagram of testing the command functions.
Table 1
Accuracy of voice command tests.
Function Specific tasks Accuracy (%)
1.1 Voice command to open application. 95
(1) Voice commands for using YouTube. 1.2 Voice command to search. 92
1.3 Voice command to play video. 91
. . 2.1 Voice command to open application. 94
(2) Voice commands for using Google. . pen app
2.2 Voice command to search. 91
3.1 Voice command to send email. 93
3.2 Voice command to name subject. 89
(3) Voice commands for using Gmail. 3.3 Voice command to select who to send email to %6
(based on name).
3.4 Voice command to give details of email. 85
4.1 Voice command to initiate reminder system. 93
. . 4.2 Can freely choose what to be reminded of. 85
(4) Voice commands for reminder system. .
4.3 Can set timer. 90
4.4 Work in parallel with main program 85
. . 5.1 Voice command to initiate note taking. 92
(5) Voice commands for taking notes. . . .
5.2 Voice command to write details of note. 88
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As shown in Table 1, voice commands were given to use YouTube, Google, Gmail, the
reminder system, and the note-taking system in this order. The highest accuracy was obtained
for the voice commands to open YouTube (95%), open Google (94%), and send an email to a
specified address (93%). However, when using voice commands to give details when writing
subjects, writing contents, and taking notes, the accuracy was reduced to around 85%.

The high accuracy of using voice commands in open applications may be due to the
commands being in common use, meaning that the chatbot has learned and can easily recognize
these commands. In addition, the commands contain messages of low complexity. In contrast,
for the voice commands having contents with high complexity and less frequent use, the chatbot
might not have learned the words before and might not recognize the commands. This might
explain why the accuracy was reduced to around 85% for voice commands for recognizing tasks
in specific detail. To improve the results, we recommend moving from the use of a voice
command detector and a recognizer to the use of classifiers and custom training to handle more
detailed commands; this should be addressed in future research.

3.2 Localization and map-making tests

Figure 6 shows the results of localization and map making using the algorithm described in
Sect. 2.2 and a laser scan with a data sampling rate of 10 Hz. The sensor can scan in the range
from 0.15 to 15 m. However, the actual maximum scan range is effectively around 11 m. There
was around 5% error in the sensor range owing to reflection on shiny materials. The velocity of
the robot during the test run was around 0.3 m/s. The naked “Hello Steve” robot without its
cover shown in Fig. 6(b) made the map shown in Fig. 6(a). The red spot in the map in Fig. 6(b)
was caused by a ray of sunlight penetrating from outside the glass windows. Such a problem is
known as a cost map error, and this problem must be solved in future work.

To analyze the cost map error, the high intensity of the red spot perceived by the robot could
be used as a key to address the sources of the errors. The error could be a limitation of Bayes’

: Hiji

5 (O ;-

(@) (b)

Fig. 6.  (Color online) Performance of the proposed algorithm: (a) localization and map making and (b) cost map
error.
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rule in Eq. (2), which relies on evidence being represented by a probability function. A
shortcoming of using a probability function is that if the robot is stationary and repeatedly
returns the same range readings, the probability does not reflect the true events with respect to
time. It is advantageous to collect data again at a different time to obtain two or more independent
observations so that Bayes’ theorem can be applied. This means that a better decision can be
made from overlapping LiDAR or sensor readings at two different times.

However, in many real-world scenarios, results similar to Bayesian probabilities can be
achieved using a possibilistic belief function. Even though the belief function provides only
partial evidence, it offers useful information when combined with a supervisory rule for the
robot to detect when the occupancy grid might be subject to errors. This may be a solution for
the red-dot error observed in this study, which will be further investigated in future research.

4. Conclusions

A companion robot named “Hello Steve” was designed and implemented to serve as a case
study for quick prototyping. According to the experimental results, for chatbot functions, a
promising average accuracy of around 90% was achieved, indicating that the functions are
usable at the laboratory level. Nevertheless, the accuracy must be improved before the robot can
be used with elderly people. The integration of a new function such as ChatGPT(*) into the robot
may also improve its performance related to real-time information, human-like interaction,
answering questions on health, and other related topics. The implementation of a learning
algorithm such as a deep learning algorithm should also be investigated in future work.
Satisfactory results were achieved for the localization and map-making function, but the problem
of the cost map error must be solved in future research, for example, by using algorithms or

adding new fingerprint techniques.(0-2!)
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