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 The super-aged society is becoming a reality and maximizing the ability of the elderly to live 
independently and reducing the burden on caregivers have become urgent issues. In this study, 
we propose to establish an emotion-reading nursing care environment based on facial expression 
recognition to reduce the long-term work pressure of caregivers and achieve the goal of 
improving the quality of life of the elderly. The system automatically adjusts the environment 
through facial expression recognition to guide the emotions of the care recipient. It uses the 
expression images captured by a computer and a camera lens, and uses the Python-trained 
program for emotion recognition. The captured identification signal is transmitted to a LabVIEW 
platform via Transmission Control Protocol/Internet Protocol (TCP/IP). The LabVIEW control 
program can guide emotions and corresponding environmental conditions, including color, 
sound, smell, and temperature, in accordance with the different emotional events received, and 
output the processing results to the real-time embedded evaluation board MyRIO to link devices 
such as a liquid crystal display, a servomotor, and a full-color LED. In this study, we demonstrate 
the feasibility of an adaptive and optimized nursing care environment based on facial expression 
recognition. However, through experiment, we also understand the constraints of the system and 
differences from the theory.

1. Introduction

 The super-aged society is becoming a reality and maximizing the ability of the elderly to live 
independently(1) and reducing the burden on caregivers have become urgent issues. To reduce the 
burden on relatives to take care of the elderly, in September 2016, the Taiwan Executive Yuan 
passed the Long-term Care 2.0 plan, which provides a multiservice, hierarchical community-
based long-term care service system.(2) However, extensive services also mean that nursing 
manpower will be scarcer, and the workload of caregivers will become more serious and worse. 
Because of the above problems, the introduction of smart technology into the elderly welfare 
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market has brought opportunities for addressing the manpower shortage and improving the 
service quality.(3) In this study, we propose to establish an adaptive nursing care environment 
based on facial expression recognition, which provides an optimized environment with an 
adaptive ability, to reduce the long-term work pressure of caregivers and achieve the goal of 
improving the quality of life of the elderly. 
 At the application level of science and technology, establishing an emotion-reading nursing 
care environment based on facial expression recognition involves theoretical discussions in the 
fields of intelligent environment, computer vision, deep learning, face recognition, and facial 
expression recognition. At the practical level of health care, it involves the health and emotional 
adjustments of the elderly and the professional service survey of home care attendants.
 Big data computing technology accelerates machine learning calculations, implements deep 
learning, and promotes the successful application of convolutional neural networks (CNNs) to 
face recognition and facial expression recognition in the field of computer vision. The computer 
vision system includes six steps: image acquisition, preprocessing, feature extraction, associative 
storage, knowledge base, and recognition (Fig. 1).(4)

 After 2012, big data operations implemented CNNs instead of manual algorithms, and the 
application of image recognition was able to be accelerated.(5) CNN-based computer vision uses 
unsupervised learning for feature extraction, simplified operations, and supervised learning for 
classification to achieve image recognition. The convolutional layer uses filters to generate one 
activation map after another for the original image to extract features. The pooling layer further 
controls the stride (s) parameter, so that the input activation map can obtain a large number of 
feature maps that reduce the resolution and simplify the amount of calculation through the 
operation. The second half of the CNNs is a fully connected layer, which is used for supervised 
learning and classification. The neurons in the fully connected layer are connected in pairs, and 
the number of neurons in the final output layer is consistent with that of classification problems 
to achieve classification (Fig. 2).(6–10) Since its development, computer vision has been widely 
used, from applying filter functions to improve image quality, animations, and film special 
effects to applying feature technology for size measurement, defect detection, counting, and 
positioning, especially in biometric technology where it has made a significant impact.(11) 

Biometrics is an anthropometric measurement and calculation method related to human 

Fig. 1. (Color online) Computer vision system.(4)
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characteristics, and among them, face recognition and facial expression recognition are the most 
developed artificial intelligence applications and have a new high penetration rate of the 
necessary technology.(12)

 In this study, we propose the application of the principle of expression recognition to improve 
the environment of caring for the elderly, especially those who have difficulty expressing their 
true feelings to others. In medical care, facial expression recognition systems based on deep 
learning have been applied to diagnose cognitive impairment,(13) explore children’s social 
cognitive abilities,(14) understand students’ academic emotions,(15) and assist physicians in 
assessing pain in patients, especially those who are unable to properly report pain themselves.(16) 
In long-term care institutions, the elderly are basically in a passive adaptation state to the 
environment they inhabit,(17) and the institution needs to have the ability to actively read 
emotions. In addition, although long-term home care attendants can identify elderly participation 
in activities with their own eyes, it is difficult to identify the signs of poor mental health. It is 
also possible that owing to a lack of familiarity with the person being cared for, correct treatment 
and judgment cannot be made. Figure 3 shows a possible situation.(18) In the institution, the body 
and limbs of a bedridden person may be restricted by medical equipment. In addition, this is 
often because of anesthesia intubation during an operation, which causes discomfort in the 
throat after surgery, making it difficult to speak (Fig. 4);(19) therefore, emotions can only be 

Fig. 2. (Color online) Convolution series combination.(9)

Fig. 3. (Color online) Bedridden state.(18) Fig. 4. (Color online) Intubation.(19)
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expressed by facial expressions. Facial expression recognition can detect “what’s going on?” and 
further predict “what to do?”. Institutions set up an expression recognition system that will have 
the emotion-reading ability. According to Professor Ekman,(20) the eight basic human emotions 
are anger, sadness, fear, joy, love, surprise, disgust, and shame. From this basic model, more 
complex patterns such as Plutchik’s wheel of emotions(21) are derived. In addition to this, Ekman 
and Friesen proposed a Facial Action Coding System (FACS) that was first published in 1978 
and updated in 2002.(20,22) FACS enables the analysis of emotions by presenting the physiological 
responses of the human face and has become the basis of other facial expression recognition 
systems.(23)

2. Theory and Method

 To perform the care function of reading and guiding emotions, as shown in Fig. 5, we 
established a system of “an adaptive nursing care environment based on facial expression 
recognition.” The system will automatically adjust the environment (including spatial ambience 
factors such as music, lighting, and flavor) through facial expression recognition to guide the 
negative emotions of a care recipient to become positive ones, reduce the long-term work and 
pressure of the caregiver, and improve the quality of the living environment of the care recipient 
(Fig. 5).

Fig. 5. System architecture.
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 FACS divides the face into upper and lower regions, decomposes its actions into basic action 
units (AUs), and encodes the corresponding action description: AU01–AU64. AUs are subdivided 
into (1) Main Action Units: AU01–46, (2) Head Movement Action Units: AU51–58, and (3) Eye 
Movement Action Units: AU61–64. These AUs show the different movements of the facial 
muscles. Certain combined movements of these facial muscles are associated with displayed 
emotions. Their combination represents emotions, for example, happiness, sadness, surprise, 
fear, anger, disgust, and contempt. For example, happiness is calculated on the basis of the 
combination of AU06 and AU12 (Table 1).(22)

 On the basis of the above FACS, the facial expression is recorded by a camera and imported 
into a computer for calculation. It follows three steps to complete the expression muscle strength 
and emotion pairing analyses.
1) Face detection 
 The engine detects faces in video frames and draws face boxes around them (Fig. 6).
2) Facial landmark detection and registration 
 The engine recognizes facial landmarks and adjusts the position, size, and scale of a rather 

simplified facial model to match the respondent’s actual face (Fig. 7).

Table 1
(Color online) Examples of basic action units.
AU Description Facial muscles Demonstration (happiness)

06 Cheek lift Eye rotifer
Eye socket

12 Corners of lips pulled up Main cheekbones

Fig. 6. (Color online) Face detection.(24) Fig. 7. (Color online) Facial landmark detection and 
localization.(24)
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Fig. 8. (Color online) Facial expression muscle 
analysis.(25)

Fig. 9. (Color online) Emotion pairing analysis: 
surprise.(26)

3) Facial expression muscle analysis (Fig. 8) and emotion pairing analysis (Fig. 9) 
 The classification algorithm numerically compares the actual appearance of the face and the 

configuration of features to a normative database of facial expressions, and then the features 
are converted into AU codes, emotional states, and other emotional indicators.(20)

3. Implementation

 The experiment of the adaptable nursing care environment system based on facial expression 
recognition involves the use of expression images captured by the computer and camera lens and 
the Python-trained program for emotion recognition. The captured identification signal is 
transmitted to the LabVIEW platform via Transmission Control Protocol/Internet Protocol 
(TCP/IP). The LabVIEW control program can guide emotions and corresponding environmental 
conditions (including color, sound, smell, and temperature) in accordance with the different 
emotional events received and output the processing results to the real-time embedded evaluation 
board MyRIO that links devices such as a liquid crystal display (displaying repertoires and 
odors), a servomotor (representing temperature control), and a full-color LED (displaying light 
color) (Fig. 10).
 In this study, we used a Python-trained emotion recognition application that can distinguish 
emotions including anger, fear, disgust, sadness, surprise, sleep, calmness, happiness, and 
neutral. The corresponding relationship between their attitude and energy are shown in the Fig. 
11 and Table 2. The adaptive environmental control design of this study should be able to direct 
the detected negative emotions to become positive emotions (Fig. 11). The environmental factors 
of the linkage control of the adjustable device include lighting colors, repertoires, odors, air 
conditioning temperature, and the corresponding relationship between negative and positive 
emotions and the variable factors of the environment (Table 2).(27)



Sensors and Materials, Vol. 35, No. 6 (2023) 1865

 As described above, in this research, we planned the LabVIEW control program flow chart, 
which is translated into the graphical program of LabVIEW in the function panel (Fig. 12) and is 
mainly composed of the stacked sequence structure describing the initialization state, receiving 
events (that is, the emotional recognition signals), case structure, and so forth, which constitute a 
while loop. The case structure includes processing procedures and settings for different 

Fig. 10. (Color online) Software and hardware system integration with system operation flow.

Fig. 11. (Color online) Guide negative emotions to become positive emotions.
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situations, such as the initialization state, receiving emotional signals, and program end. When 
the system is in the process of receiving and identifying emotional signals, the program can 
guide negative emotional signals to become positive emotional signals (including calm, happy, 
and neutral) in accordance with the received emotional signals (Table 1). In the case structure, 
the lens, computer, and Python generate signals that link environmental control devices to 
change the color, music, smell, and temperature of the environment (Fig. 13). The right side of 
Fig. 14 is the simulation result of the system in the control panel of the graphical program 
LabView, and the bottom of Fig. 14 is the Python-trained emotion recognition application, which 
recognizes the negative emotion “angry” through a computer lens (left side of Fig. 14). Thus, the 
system directs anger to become “calm” and drives the device to adjust to an ambient state that 
promotes calmness, including color (blue), smell (orange lilac), music (Papillons for piano), and 
temperature (24 degrees) (shown on the right side of Fig. 14).

Fig. 12. (Color online) LabVIEW’s function panel: in the state of “face judge”.

Table 2
Correspondence between emotions and environmental variables.(27)

Recipient Direct to Environmental variables
Negative emotions 
with coding

Positive emotions 
with coding Colors Repertoires Odors Temperature

Anger (0)
Fear (2) Calmness (8) Blue

Pink

Papillons for 
Piano, Op.2: 

X-VIVO

Chamomile
Bergamot 20–24

Disgust (1)
Sadness (4) Happiness (3) Orange Satie_

Gnossienne#1 Willow Lilac 26–28

Surprise (5)
Sleepy (7) Neutral (6) Green None Mint

Lavender 20
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Fig. 13. (Color online) Depending on the situation: the emotion is led to calmness by the signal that causes the 
environmental control device to be linked and adjusted.

Fig. 14. (Color online) Integration of Python training program and LabVIEW human–machine interface.

4. Conclusions

 We proposed the application of the principle of facial expression recognition to improve the 
environment of caring for the elderly, especially those who have difficulty expressing their true 
feelings to others. We expanded the facial expression recognition systems that address cognitive 
impairment and used it that create an adaptable care environment that can guide emotions. 
However, its differences and constraints are as follows.
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(1) The Python-trained emotion recognition application can recognize a person’s three-
dimensional facial expressions. However, a single facial expression action cannot be long-
lasting, which affects the signal reading of LabVIEW and the actions of its subsequent 
devices. Therefore, during testing, we replaced facial expressions with flat expression 
images. In the next phase, specific emotions and their frequency of occurrence during a 
period should be considered at the same time as the identification and threshold values of the 
system reaction.

(2) The system cannot normalize group expressions and can only react on a single test subject at 
present. However, for the care space used by multiple people, the system must have the ability 
to normalize the calculation of group emotions in the next phase.

(3) During the study period, owing to the impact of the COVID-19 epidemic, the original plan to 
conduct long-term close observations and analyses of the activities and behaviors of the 
elderly in an institution could not be carried out. Therefore, the task was changed to 
statistically analyzing the relevant literature and records, supplemented by institutional visits.
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