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 Electromagnetic imaging is an emerging technology widely applied in many fields, such as 
medical imaging, biomedical imaging, and nondestructive testing. In this study, we place 
transmitter and receiver antennas around an unknown object. We can use the direct sampling 
method (DSM) to reconstruct the material size and shape of the unknown object on the basis of 
the scattered field. We apply U-Net to reconstruct electromagnetic images of perfect conductors. 
Perfect conductors in free space are studied by irradiating a transverse magnetic (TM) 
polarization wave. Using the scattered electric field measured outside the object together with 
the boundary conditions on the conductor surface, a set of nonlinear integral equations can be 
derived and further converted into matrix form by the method of moments. Since an iterative 
algorithm is computationally expensive and time-consuming, a real-time electromagnetic 
imaging technique combining deep learning neural networks is proposed for reconstructing the 
perfect conductors. The initial shapes of the conductors are first computed by DSM by using the 
scattered electric field measured outside the object. The initial shapes of the conductors are then 
input to U-Net for training. Numerical results show that U-Net is capable of reconstructing 
accurate conductor shapes. Therefore, artificial intelligence techniques can reconstruct shapes 
more accurately than iterative algorithms, when combined with DSM. 

1. Introduction

 In recent years, electromagnetic imaging has been used in a large number of underground gas 
pipes and in electrical high-voltage cable detection and medical imaging by methods such as 
computed tomography and magnetic resonance imaging. Particularly in medical imaging, the 
technology is superior to X-ray imaging, and the ability to collect scattered field information is 
much greater than that when using X-ray equipment. This has drawn the attention of scholars, 
leading to significant progress in recent years. The microwave imaging technique still has urgent 
research issues such as poor penetration results when the signal-to-noise ratio is low, ill-
posedness, nonlinearity, and large computational burden, as well as the parameter selection 
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problem. To conquer the above problems, the inverse scattering problem is generally converted 
to an optimization problem, which can be solved by the 1) objective function method(1–17) or 2) 
neural network learning method.(8–22) The objective function is generally used to find the 
extreme value of the problem, e.g., to calculate the minimum error of the scattering field and the 
measured scattering field. The gradient method is more suitable for small-area searches,(4) 
whereas the global algorithm is suitable for full-area searches.(2) The whale optimization 
algorithm was applied to the inverse scattering of an imperfect conductor with corners in 
2020.(6) The effect of incident field polarization was analyzed for inverse metal object scattering 
by discrete dipole approximation.(7) The simulation results indicate that a circularly polarized 
wave is superior for obtaining better imaging results.
 Regarding the neural network learning method,(8–22) Yao et al. used a two-stage neural 
network, in which the preliminary permittivity from the scattering field in the first stage and 
then the neural network was used to calculate the true permittivity.(10) Wei and Chen proposed a 
deep learning method to improve the results. The proposed method improved the accuracy of the 
reconstructed images by calculating the dominant currents scheme to estimate the dielectric 
constant, and then reconstructed the true dielectric constant using the convolutional neural 
network.(11) Yin et al. devised a quantitative inversion scheme of alternately updating the 
contrast of dielectric scatterers and the T-matrix of conductors for electromagnetic imaging.(19) 
Liu et al. proposed new designs of loss functions that incorporate multiple scattering using near-
field quantities to reconstruct the permittivity.(21) Effects of physics-guided loss functions were 
studied through various  numerical experiments. A deep learning convolutional neural network 
architecture for the shape imaging of perfectly electrically conducting rough surfaces was 
addressed in Ref. 22. The algorithm was numerically tested with various scenarios and proved to 
be very effective.
 To the best of our knowledge, there is no numerical result for perfect conductors obtained 
using U-Net. The inverse scattering problem was normally solved by an iterative algorithm in 
the past. However, the drawback of this algorithm is that it is highly time-consuming and 
computationally costly. In addition, the result reconstructed by inputting the scattered field 
directly into U-Net is not satisfactory because U-Net is only effective for image processing. The 
innovation of our study is that the initial image is first estimated by DSM before being 
reconstructed by U-Net. Numerical results show that our proposed method is efficient as well as 
highly accurate. In this work, the inverse problem of perfect conductors is tackled using U-Net 
with initial shape estimation by DSM. In Sect. 2, solutions to the direct and inverse problems are 
presented. In Sect. 3, the convolutional neural network with the U-Net framework used in this 
study is described. Numerical results of solving the proposed inverse problem are given in Sect. 
4. In Sect. 5, we present our conclusions.

2. Direct and Inverse Problems

 Consider a perfect conductor located in free space. Assume that the conductor extends 
infinitely in the z-axis direction and that its cross-sectional area in the (x, y) plane can be 
expressed by the polar coordinates equation ρ = F(θ), as shown in Fig. 1.
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 The permittivity in free space is denoted as ϵ0 and the permeability is denoted as μ0. The 
harmonic wave of the form ejωt is assumed and the incident electric field is assumed to be 
parallel to the z-axis, i.e., waves are TM-polarized. The incident field with the incident angle ∅ 
is represented by iE



, as expressed by

 ( ) ( )sin 2 cos 2 2
0 0ˆ , , ,jk x y

iE x ky e z ω ε µ− ∅ + ∅= =


  (1)

where k is the wave number in free space. The electromagnetic field satisfies Maxwell’s equation 
and the only component of the electric field is in the z-direction. We can treat the scattered 
electric field ˆs sE E z=



 as the radiation of the induced surface current JS. By considering the two-
dimensional Green’s function, the scattered field at any point (x, y) outside the conductor can be 
expressed as
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where G0 is Green’s function in free space and ( )2
0H  is the zero-order Hankel function of the 

second type. J(θ) is proportional to the surface current. In Eq. (2), when the measurement 
distance is large enough, the scattering field can be expressed in asymptotic form.

Fig. 1. (Color online) Geometry of electromagnetic problem in a plane.

(2)
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Is(θ) is the well-known scattering far-field pattern.
 The boundary condition of perfect conductors is that the tangential component of the total 
electric field on the surface of the conductor is zero.

 ˆ 0n E× =


 (7)

Here, n̂ is the unit vector perpendicular to the conductor, pointing outward from the conductor. 
On the basis of this boundary condition, we can derive the integral equation of J(θ).

 ( )( ) ( ) ( ) ( )2 2
000

,
4i
jE F H kr J dθ θ θ θ

π
′= ′∫  (8)

 ( ) ( ) ( ) ( ) ( ) ( )
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 (9)

 For the direct scattering problem, the shape of the target is known, and we want to find the 
value of the scattering field. We first solve J(θ) in Eq. (8) and then substitute J(θ) into Eq. (2) to 
obtain the scattering field ES. To complete the calculation of direct scattering numerically, we 
use the method of moments to solve Eqs. (2) and (8). In the first step, the pulse function is used 
to develop J(θ).

 ( ) ( )1
dM

n nnJ B P θθ =
≅∑  (10)

 ( ) 1nP θ = , on nC∆  (11)

 ( ) 0nP θ = , on all other mC∆  (12)

∆Ci represents the ith arc segment of the object from θ = 2π(i − 1)/Md to θ = 2π/Md. The number 
of segments, Md, used to expand J(θ) must be large enough that J(θ) can be considered constant 
in the region of each segment ∆Ci. Since J(θ) is a finite pulse function, the role of regularization 
is implied.
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 The Dirac delta function is also selected as the test function.

 ( )m mV δ θ θ−  (13)

 2 1,2, ,m d
m m M

M
θ π

= =   (14)

Then, Eq. (8) can be reduced to

 ( )( ) ( ) ( ) ( )2 2
000

, , ,
4i m m
jE F V H kr J d Vθ θ θ θ

π
′ ′= ∫  (15)

or

 ( )( ) ( ) ( ) ( )2 2
000

., , ,
4i m m
jE F V H kr J d Vθ θ θ θ

π
′ ′= ∫  (16)

Similarly, Eq. (2) can be reduced to
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 DSM is a noniterative sampling-type technique for retrieving the shape and position of an 
unknown scatterer.(14) It was first applied to two-dimensional dielectric inverse scattering 
problems with fixed-plane incident waves and later extended to various inverse scattering 
problems. DSM is a fast method because it does not require additional operations such as 
singular value decomposition or the solving of ill-posed integral equations. More importantly, it 
is robust to random noise. The DSM formula for the indicator function is given as

 ( )
( ) ( )
( ) ( )
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1
0

, ,1 ,
,
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p l li s p
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where rp is a single sampling point, r is the receiver position with a total of Nr receiver points, 
and Ni is the number of transmitters. ( )l

sE r  is the vector of Nr × 1 and ( )0 , pG r r  is the vector of 
Nr × 1. If Ψ(rp) ≈ 1, the sampling point rp is within the unknown scatter and, if Ψ(rp) ≈ 0, the 
sampling point rp belongs to the background medium.(14)
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3. Convolutional Neural Networks (CNNs)

 A CNN is a neural network that has one or more convolution layers. Convolution means to 
slide a filter over the input, rather than looking at the full image at once, in order to extract the 
features of the input image. It can be more effective to look at smaller portions of the image. The 
CNN is made up of four types of layers: a convolution layer, a pooling layer, a rectified linear 
unit (ReLU) layer, and a fully connected layer. The mathematical operation of the convolution 
layer is carried out by different convolution kernels on the input image. The pooling layer is 
responsible for the reduction of the image of the convolved feature, thus reducing the number of 
training parameters and avoiding overfitting. The fully connected layer, where each node is 
connected to all precious nodes, predicts the image’s class based on the features. The ReLU layer 
enhances the functional judgment and nonlinear properties of the neural network. The image 
segmentation method of the CNN proposed by the University of Freiburg, Germany, is used in 
this study.(8) Figure 2 shows the U-Net architecture. It comprises the left half of the shrinkage 
network and the right half of the expansion network, including repeated additions of a 3 × 3 
convolution layer, a batch normalization layer, and a ReLU layer. In addition, a 2 × 2 max-
pooling layer in the shrinkage network and a 3 × 3 transposed convolution layer in the expansion 
network are used. However, the largest difference between the shrinkage and expansion network 
architectures for the transposed convolution layer is that the 1 × 1 convolution layer is used in the 
fully connected layer. After averaging the outputs of the fully connected layer, the average is 
input to the regression layer to calculate the error of the shape. The minimum equation is 
expressed as

 ( )( ) ( )( ) ( )1
argmin

, ,
,

: tN
iN

i
H A F F Q i

A i
αθ θ

=
+∑  (19)

Fig. 2. (Color online) U-Net architecture.
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where Ai represents the neural network structure, i represents the parameter of the neural 
network, H represents the error, F(θ)α and F(θ) represent the approximate and exact shapes 
respectively, and Q(i) represents the regular function. Nt is the number of equivalent effective 
incidences.

4. Numerical Results

 Numerical analysis for the imaging problem of perfect conductors in free space has been 
presented. The TM-polarized incident wave with a frequency of 3GHz is employed to illuminate 
the conductors. 5% Gaussian noise is added to the environment. The receivers and transmitters 
at 18-degree intervals are placed uniformly along a circle with a radius of 3m. As a result, a total 
of 20 receivers and 20 transmitters are used in the environment.
 The domain of interest is 0.16 m × 0.16 m which is divided into a 64 × 64 pixel area. 
Conductors with different shapes are placed randomly in the domain. There is a total of 3024 
dataset images. In other words, the 3024 initial-guess images are generated by DSM and the 
corresponding original images are input to U-Net as the datasets. The dataset images are split 
into 80% training images and 20% testing images. The number of channels, C, is set to 64.
 The learning rate is set from 10−6 to 10−8 for a stochastic gradient descent momentum. The 
maximum epoch is set as 200 while the data are reshuffled in every epoch of training. The root 
mean square error (RMSE) is used to show the discrepancy and is defined as

 1
1 / ,tM

FOFOi
t

RMSE SS SM
α

=
= −∑  (20)

where S and Sα are the original and reconstructed shapes, respectively, Mt is the test number, and 
FO denotes the Frobenius norm.
 To compare the reconstruction results of all graphs, the structural similarity index measure 
(SSIM) for evaluating the graph trained by U-Net is defined as 
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where ỹ and y are the reconstructed and original shapes, respectively. μy is the pixel sample mean 
of y, 2

yσ  is the variance of y, and σỹy is the covariance of ỹ and y. C1 and C2 are two variables for 
stabilizing the division with a weak denominator.
 Figure 3(a) shows the original apple shape and Fig. 3(b) the image reconstructed by U-Net. 
We can see that the reconstruction is slightly imperfect at the edge of the shape. The RMSE is 
about 4.9% and the SSIM is about 95.8%, as shown in Table 1.
 Figure 4(a) shows the original butterfly shape and Fig. 4(b) the image reconstructed by 
U-Net. It is seen that there is a minor difference at the right bottom part of the shape. The RMSE 
is about 6.0% and the SSIM is about 94.8%, as shown in Table 1.
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 Figure 5(a) shows the original circle shape and Fig. 5(b) the image reconstructed by U-Net. It 
is seen that there is a slight error at the top left part of the shape. The RMSE is about 6.5% and 
the SSIM is about 94.3%, as shown in Table 1.
 Figure 6(a) shows the original peanut shape and Fig. 6(b) the image reconstructed by U-Net. 
The two are almost the same except that the right side of the reconstructed shape is smaller than 
that of the original shape. The RMSE is about 6.8% and the SSIM is about 93.6%, as shown in 
Table 1.

Table 1
RMSE and SSIM values of various shapes.

Performance Case
Apple Butterfly Circle Peanut Petal Mushroom

RMSE (%) 4.9 6.0 6.5 6.8 7.5 7.5
SSIM (%) 95.8 94.8 94.3 93.6 93.4 92.7

(a) (b)

Fig. 3. Reconstruction example 1. (a) Original shape. (b) Reconstructed shape.

Fig. 4. Reconstruction example 2. (a) Original shape. (b) Reconstructed shape.

(a) (b)



Sensors and Materials, Vol. 35, No. 7 (2023) 2407

 Figure 7(a) shows the original three-petal shape and Fig. 7(b) the image reconstructed by 
U-Net. As shown, there are some inaccuracies at the bottom right of the shape. The RMSE is 
about 7.5% and the SSIM is about 93.4%, as shown in Table 1.

Fig. 5. Reconstruction example 3. (a) Original shape. (b) Reconstructed shape.

Fig. 6. Reconstruction example 4. (a) Original shape. (b) Reconstructed shape.

(a) (b)

(a) (b)
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Fig. 7. Reconstruction example 5. (a) Original shape. (b) Reconstructed shape.

(a) (b)
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 Figure 8(a) shows the original mushroom shape and Fig. 8(b) the image reconstructed by 
U-Net. We observe some errors on the left, right and upper parts of the shape. The RMSE is 
about 7.5% and the SSIM is about 92.7%, as shown in Table 1.

5. Conclusion

 In this paper, we presented the reconstruction performance for perfect conductors by U-Net. 
First, we adopted the concept of induced currents to derive the integral equation for the 
scattering field and solved it by the method of moments. Next, we applied DSM to find the 
preliminary shapes of perfect conductors. Then, we applied U-Net to obtain a more accurate 
reconstruction. From the results of our numerical simulation, we found that, in spite of the high 
noise level, better reconstruction for perfect conductors was achieved when artificial intelligence 
technology was employed for the inverse scattering problem. Our proposed method can be used 
for nondestructive testing, mine detection, magnetic resonance imaging, and medical imaging.
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