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 In this study, we describe the development of a compact NIR multispectral imaging sensor 
for use in glare-free NIR color fundus cameras. Integrating NIR technology into a fundus 
camera offers significant advantages over conventional RGB imaging using visible illumination, 
as it enables the glare-free capture of fundus images with minimal patient discomfort. The 
specifications necessary for a glare-free NIR color fundus camera were evaluated on the basis of 
factors such as pixel pitch size, pixel array layout, and multilayer interference filter design, in 
accordance with the camera’s intended purpose. While multilayer interference filters were 
deposited on a glass substrate and bonded with the sensor chip in a 7.5 μm pixel pitch in a 
previous study, we propose an NIR multispectral imaging sensor directly depositing the 
interference filters on the wafer in a narrower 4 μm pixel pitch. In addition, the fabrication 
process for directly depositing NIR multispectral filters on the sensor wafer was proposed. The 
fabricated NIR multispectral imaging sensor was analyzed against the intended design. Finally, 
an NIR multispectral imaging sensor was installed on a glare-free NIR color fundus camera, and 
it was confirmed that the resulting camera is capable of providing medically relevant and 
meaningful information.

1. Introduction

 Fundus images contain extensive health information, comprising tissues where the vascular 
system can be directly observed.(1–5) However, conventional visible light color fundus cameras 
use intense visible light flash illumination during imaging, which causes discomfort to patients. 
In addition, the images must be re-taken in case of an imaging failure. Moreover, pupil shrinkage 
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after the flashlight exposure increases the fundus imaging difficulty. In contrast, an NIR color 
fundus camera uses invisible NIR illumination, so patients do not feel glare. Thus, video 
recording can be performed, allowing the user to select the best images from the stored video 
images. The “glare-free” feature makes it easy to take video images and permits selfie fundus 
imaging, which is a significant advantage, especially in home healthcare. A glare-free NIR color 
fundus camera can detect vascular morphological changes associated with lifestyle-related 
diseases at an early stage.(6) The availability of non-invasive descriptions of vascular observations 
associated with high blood pressure, arteriosclerosis, obesity, and smoking, as well as non-
invasive censoring methods to estimate blood concentrations of sugar and fat, enables the early 
detection of lifestyle-related diseases.(7) Early detection contributes to the risk stratification and 
visualization of lifestyle habit improvements and therapeutic effects. Thus, a glare-free NIR 
color fundus camera has excellent potential for use as a personal healthcare device and has broad 
applications for ophthalmologists and physicians, medical examinations, general practitioners, 
and patients using small inspection instruments in remote diagnoses. Making it compact and 
affordable is the key challenge as a “fundus camera anyone can use.”(8–10) In a previous study,(11) 
it was identified that a single-chip IR multispectral image sensor, including an array of filters 
that transmit NIR light of different wavelengths to each pixel, is critical for providing a compact 
and affordable camera system. The previous study proposed an imaging sensor fabricated by 
bonding a glass substrate mosaic filter to an image sensor at a pixel pitch of 7.5 μm. However, a 
glass substrate bonding with a sensor chip is unsuitable for affordable and large-scale production. 
Moreover, the 7.5 μm pixel pitch is too large to be installed in a compact camera with the 
required resolution. In this study, we propose an NIR multispectral imaging sensor that directly 
deposits interference filters on a sensor wafer with a narrower pixel pitch of 4 μm. The proposed 
NIR multispectral sensor was installed in a glare-free NIR color fundus camera, and its fundus 
images were verified to deliver medically relevant and meaningful information. This research 
followed the Ethical Guidelines for Medical and Health Research Involving Human Subjects at 
the Nara Institute of Science and Technology. 

2. Materials and Methods

2.1	 Image	sensor	requirements	and	specifications

2.1.1 Base sensor selection

 We selected a 1/2.6 inch sensor in consideration of compactness and affordability among the 
commercially available imaging sensors because an approximately 1/3 inch sensor is prevalent 
in a large surveillance market and is relatively low in price. The product name of the selected 
sensor is HM5533 manufactured by Himax Technologies, Inc. The selected sensor has a pixel 
pitch of 2 μm  and a back-side-illuminated design. We considered two types of sensor candidates 
in the same format, namely, a standard sensor with a flat surface and an IR-enhanced sensor 
with an inverted pyramid array (IPA). We selected the standard type because the IR-enhanced 
type is more likely to cause cross-talk between pixels owing to an IPA surface in narrow pixel 
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Table 1
Specifications of the selected sensor.
Item Description
Sensitivity 1402 mV/Lux-sec
Sensor size 1/2.6 inch
Number of pixels 5.5 mega (2720 × 2080)
Pixel size 2.0 × 2.0 µm2

Design Back-side-illuminated design
Shutter Rolling shutter
Maximum frame rate 30 FPS (2-lane MIPI), 45 FPS (4-lane MIPI)
Dynamic range 120 dB
S/N ratio (max) 37.33 dB
Video interface MIPI-CSI2, 1 Gbps per lane
Output format 10-bit RAW
Power consumption (MIPI 4-lane 45 FPS) 171 mW (typ.)
Power consumption (MIPI 2-lane 30 FPS) 145 mW (typ.)
*Noted that the data was quoted from the manufacturer’s datasheet.

Fig. 1. (Color online) Relative QE of selected sensor without color filters.

pitches, resulting in inaccurate wavelength resolution.(12,13) This is particularly concerning 
because NIR light penetrates deep into silicon and generates photocarriers reaching the 
neighboring pixels,(14) whereas the selected sensor does not have mechanical solutions preventing 
cross-talk, for example, deep trenches between the pixels. Although a standard sensor may not 
exhibit the same level of IR sensitivity as an IR-enhanced sensor, particularly beyond 900 nm, 
we have prioritized wavelength resolution to attain the IR multispectral advantage. To counteract 
the low-sensitivity problems, as outlined in Sect. 2.1.3, we have employed a pixel array layout 
strategy. The specifications and relative quantum efficiency (QE) of the selected sensor are listed 
in Table 1 and Fig. 1, respectively.

2.1.2 Pixel binning optimization

 We analyzed the optimal pixel pitch for this study because there is a trade-off between the 
spatial and wavelength resolutions based on the pixel pitch size. The spatial resolution is higher 
for smaller pixel pitches than for larger ones. However, the wavelength resolution is worse for 
smaller pixel pitches than that for larger ones, particularly in NIR, owing to greater interference 
between adjacent pixels. This interference is more significant in smaller pixels because the ratio 
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of the length of the four sides to the overall area of a pixel is higher than that of larger pixels, 
resulting in a higher chance of cross-talk and a lower sensitivity of the targeted wavelength. In 
this study, given that the physical pixel size of the selected sensor is a pixel pitch of 2 μm, the 
alternatives for the pixel binning and effective pixel pitch include (a) single-pixel binning at 2 
μm, (b) quad binning at 4 μm, and (c) 9-folded binning at a pixel pitch of 6 μm (Fig. 2). 
 To analyze optimal pixel binning, we first analyzed the spatial resolution requirements of this 
study. One of the critical requirements for the early detection of lifestyle-related diseases is the 
measurement of the relative thickness of the blood vessels. It is expected to have 10 pixels within 
150-μm-diameter blood vessels in the fundus image to observe the shape of the blood vessels. 
Because the viewing angle of the fundus image is required to be at least 30 degrees around the 
center of the optic disk with 24 mm of the eye axial length of an average person, the target size of 
the image is calculated as 16.4 × 12.6 mm2. The vertical resolution requirement is 838 pixels, 
which was calculated using the image size, target size, and resolution target, as shown in Fig. 3. 
The vertical resolutions of the 2, 4, and 6 μm pixels are 2080, 1040, and 693, respectively. 

Fig. 2. (Color online) Pixel binning and effective pixel pitch: (a) single-pixel binning and effective pixel pitch of 2 
µm, (b) quad binning and effective pixel pitch of 4 µm, and (c) 9-folded binning and effective pixel pitch of 6 µm.

Effective  
pixel size

(a) (b) (c)

Fig. 3. (Color online) Fundus camera resolution requirements.

(a) Required angle: 30 degrees around optic disk
(b) Eye axial length: 24 mm (normal)
(c) Vertical image size: 12.6 mm, from (a) and (b)
(d) Horizontal image size: (c) × aspect ratio 1.3 = 16.4 mm
(e) Target size: 0.15 mm (150 µm)
(f) Resolution target: 10 pixels
(g) Vertical resolution requirement: (c)/(e) × (f) = 838 pixels
(h) Horizontal resolution requirement: (d)/(e) × (f) = 1096 pixels
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Therefore, the spatial resolution of the pixel pitch of 6 μm (9-folded binning) does not meet the 
required standard, whereas the pixel pitches of 2 and 4 μm satisfy the requirements. Even 
considering the individual difference in eye axial length ranging from 23 to 26 mm, the 
analytical result is consistent as the vertical resolution requirement is in the range of 803–908 
pixels, more than the vertical resolution of the pixel pitch of 6 μm (9-folded binning) but less 
than those of the pixel pitches of 2 and 4 μm.
 Second, we assessed the wavelength resolutions of the 2, 4, and 6 μm pixel pitches. To 
analyze the pixel pitch and spectral performance, the optical flows in the multispectral filters 
were simulated using the three-dimensional finite-difference time-domain (FDTD) method, 
which can simulate various electric and magnetic materials using a personal computer. We built 
a multilayer interference filter structure, as discussed in Sect. 2.1.4, by arranging three different 
multilayer interference filters (800, 870, and 940 nm) set on the Bayer pattern in the simulation 
model. Specific wavelength light (800, 870, or 940 nm) illuminates the filter perpendicularly 
[Fig. 4(a)]. The horizontal grid size of the FDTD model was set as 51 × 51, 101 × 101, and 
151 × 151 at pixel pitches of 2, 4, and 6 μm, respectively; the vertical grid size was set as 1529 for 
all pixel pitch sizes [Fig. 4(b)], balancing the robustness of the results and the computational time 
to convergence. In the simulation, light with a specific wavelength of 800, 870, or 940 nm was 
irradiated onto the pixels, and the transmittance of the target filter(s) was measured. The average 
transmittance rates of the two 800 nm filters with 800 nm light irradiation were 55.4, 63.8, and 
70.6% at pixel pitches of 2, 4, and 6 μm, respectively [Fig. 4(c)]. The transmittance rates at 870  
and 940 nm were above 90% for all pixel pitch sizes [Figs. 4(d) and 4(e)]. Our goal was to achieve 
a transmittance rate of 60% for all 800, 870, and 940 nm filters, based on the previous study 
where successful fundus images were obtained using IR1, IR2, and IR3 multilayer interference 
filters with an average transmittance rate of around 60%.(15) These simulation results showed 
that the pixel pitch of 2 μm (single pixel) at the 800 nm filter had a transmittance rate of 55.4% 
and did not meet the target (60%), whereas the 4 and 6 μm pixel pitches satisfied the 
requirements. 
 In summary, from the spatial and wavelength resolution performance characteristics, only 
the pixel pitch of 4 μm (quad binning) meets both the targets. The pixel pitch of 9 μm was too 
large to achieve the spatial resolution target and the pixel pitch of 2 μm was too small to achieve 
the wavelength resolution target (Table 2). Thus, we decided to deposit the multispectral filter on 
every four pixels through quad binning.

2.1.3 Pixel array layout 

 The pixel array layout is another important element in image sensor design. Most RGB 
sensors have a Bayer arrangement in which four pixels form one unit, with one pixel each for R 
and B, and two pixels for G.(16) In the previous study, the pixel array layout was IR1 (800 nm), 
IR2 (870 nm), and IR3 (940 nm) × 2 in a Bayer arrangement [Fig. 5(a)]. If the same filter 
arrangement is applied in this study, the sensitivity will be very low because of the low QE of the 
selected sensor in the NIR range, particularly above 900 nm. To resolve this issue, a modified 
filter arrangement was proposed by replacing two IR3 with two IR1 and shifting the wavelengths 
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Table 2
(Color online) Pixel pitches and evaluation results.

Target 2 µm 4 µm 6 µm
Resolution: vertical pixels 873 2080 1040 693
Lowest % transmittance (%) 60 55.4 63.8 70.6
*Note that the hatched elements are above the target.

Fig. 4. (Color online) (a) Pixel array unit layout for three-dimensional simulation. The number on each pixel 
indicates the designed peak transmittance wavelength. (b) Calculated transmittance of each pixel for the effective 
pixel pitches of 2, 4, and 6 µm for incident light wavelengths of 800, 870, and 940 nm. The transmittances of pixels 
with the same wavelength of incident light and the designed peak transmittance wavelength are indicated by red 
rectangles.

(a)

(b)
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Fig. 5. (Color online) Filter array unit arrangements: (a) previous study, (b) this study – IR-color-oriented,  
(c) alternative 1 – sensitivity-oriented, and (d) alternative 2 – multispectral-oriented.

slightly shorter than that in the previous study to IR1 (780 nm), IR2 (850 nm), and IR3 (920 nm) 
[Fig. 5(b)]. The new filter arrangement was expected to enhance the total sensor sensitivity by 
reducing low-sensitivity wavelengths and increasing high-sensitivity wavelengths. The 
sensitivities of the selected sensor are 30, 16, and 8% at IR1 (800 nm), IR2 (870 nm), and IR3 
(940 nm), respectively, as shown in Fig. 1; the average sensitivity per pixel is 16%. By modifying 
the pixel array as proposed, the average sensitivity per pixel will be improved to 25% or 1.6 
times more than that in the previous study. Because the wavelength difference is only 20 nm, it 
is not considered to significantly impact the NIR color quality. We considered alternative pixel 
array layouts, as shown in Figs. 5(c) and 5(d). Figure 5(c) shows a layout aiming for enhanced 
sensitivity by shifting wavelengths much shorter than those in Fig. 5(b), and Fig. 5(d) shows a 
layout aiming for higher spectral resolution with four different multispectral filters. Although 
the layouts described in Figs. 5(c) and 5(d) are potentially advantageous, these do not fit this 
study because the wavelengths shorter than those in Fig. 5(b) are dazzling to human eyes and 
against the idea of a glare-free fundus camera. Therefore, we selected Fig. 5(b) as the pixel array 
layout for this study. 

2.1.4	 Multilayer	interference	filter	design

 The filter designs used to discriminate IR1 (780 nm), IR2 (850 nm), and IR3 (920 nm) were 
analyzed. Although visible RGB Bayer filters use absorption filters composed of pigments 
mixed with organic materials, no reliable absorption filter materials lie in the NIR range. In a 
previous study, a mosaic filter was fabricated using dielectric multilayer interference filters, 
which could be precisely designed using optical simulations, provided that the optical properties 
of the materials were known.(17) Fabry–Perot bandpass filters are significantly advantageous 
because a film with a half-wavelength thickness between the two mirrors can invert the reflected 
light phase, causing light close to the reference wavelength to be transmitted. Moreover, Fabry–
Perot bandpass filters can control the transmission wavelength by adjusting the thickness of the 
intermediate layer. Because the thickness adjustment involves only one layer, the fabrication of a 
mosaic-like filter is relatively simple without numerous repetitive etching processes.  

(a) (b) (c) (d)
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 Multilayer designs of the interference filters are shown in Fig. 6(a). The bottom-half and top-
half layers were common to all three filters. The only difference was the thickness of the 
intermediate layer. As indicated in Fig. 6(b), the transmission spectra of the filters can achieve 
the target wavelengths of IR1 (780 nm), IR2 (850 nm), and IR3 (920 nm) by the design. For the 
dielectric materials, we selected TiO2 (a high-refractive-index material) and SiO2 (a low-
refractive-index material), which are commonly used non-metal materials in multilayer thin film 
factories. The total thickness of the filters is 1.5 μm, which is sufficiently small to apply to a 
pixel pitch of 4 μm.(15) While multilayer interference filters were deposited on a glass substrate 
and attached to a sensor chip in the previous study, in this study, the filters were deposited 
directly on the sensor wafer. This contributes to a significant cost reduction of the chip by 
eliminating the glass substrate and simplifying the fabrication process. 

2.2 Fabrication process

 We proposed a fabrication process for depositing multilayer interference filters onto a sensor 
wafer. Because the transmission wavelength can be controlled by simply adjusting the thickness 
of the intermediate layer, the fabrication of a mosaic-like filter is practically achievable. First, the 
bottom-half and intermediate stacks were deposited over the entire area. The deposition 
thickness of the intermediate layer was set on the basis of the thickness of the longest-wavelength 
bandpass filter [Fig. 7(a)]. The sites to be thinned were then patterned by lithography, followed 
by etching to achieve the required thickness of the intermediate layer. The same process was 
repeated to achieve three different thicknesses [Fig. 7(b)]. The deposition thicknesses were 
controlled by adjusting the deposition time, considering the pre-confirmed etching rate. The top-
half of the layers were then deposited over the surface [Fig. 7(c)]. Finally, the filter materials in 
the pad areas were etched off for wire bonding [Fig. 7(d)].

Fig. 6. (Color online) (a) Multilayer interference filter designs and (b) simulated transmission spectra. 
Note that the layer number and the thicknesses are not accurately illustrated in Fig. 6(a).

(a) (b)
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Fig. 7. (Color online) Filter fabrication process.

3. Results and Discussion

3.1 Spectral sensitivity and imaging results of the fabricated image sensor 

 The spectral responses of the IR1 (780 nm), IR2 (850 nm), and IR3 (920 nm) pixels of the 
fabricated sensor are shown in Fig. 8. With illumination perpendicular to the sensor surface, the 
spectral responses in the NIR region were measured every 10 nm using a monochromator. The 
spectral response [Fig. 8(b)] indicates that the three wavelengths of IR1 (780 nm), IR2 (850 nm), 
and IR3 (920 nm) were captured and isolated by the three different NIR multispectral filters. 
Two different IR1 (780 nm) filters indicated similar spectral responses despite the different 
adjacent filters. IR2 (850 nm) exhibited the highest peak, followed by IR1 (780 nm) and IR3 (920 
nm). 
 The spectral responses are the products of the spectral sensitivity of the base sensor and filter 
transmittance. To evaluate the performance of the filters, the actual transmittance of the 
fabricated sensor was determined by dividing the spectral response by the base sensor sensitivity. 
These actual transmittances were then compared with the designed transmittance spectra of the 
multilayer interference filters, as shown in Fig. 9. The simulated peak transmittances of IR1, 
IR2, and IR3 were all almost 100%, and the average transmittances in the wavelength range of 
±35 nm centered at each peak wavelength were 60, 60, and 65%, respectively. Here, the average 
values were calculated by dividing the integrated spectral transmittance over the wavelength by 
the integration range. Moreover, the ratios between the actual and designed peak transmittances 
of IR1 (780 nm), IR2 (850 nm), and IR3 (920 nm) were 61, 85, and 72%, respectively. The actual 
transmittance was the lowest in the IR1 (780 nm) filter, as analyzed by the 3D simulation [Figs. 
4(c)–4(e)]. However, it was consistently observed that the actual transmittance of the fabricated 
filters was lower than the results obtained from 3D simulations; the actual transmittances were 
61% compared with 64% obtained from the 3D simulation for IR1 (gap 3%), 85% compared with 

[STEP 1] Deposit the bottom-half and intermediate layers.

[STEP 2] Pattern the intermediate layer by etching.

[STEP 4] Open PADs.

[STEP 3] Deposit the top-half layers.

(a)

(b)

(c)

(d)
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96% for IR2 (gap 11%), and 72% compared with 96% for IR3 (gap 24%). It is considered that the 
cross-talk in the fabricated sensor not only occurs in the multilayer filter layers but also in the 
silicon layer. In contrast, the 3D simulation accounts for cross-talk only in the multilayer filter 
layers. It was also observed that the gap between the actual results and the 3D simulations was 
larger at longer wavelengths. It is considered that a longer wavelength penetrates deeper into the 
silicon and crosses the pixels more. Cross-talk prevention is one of the key opportunities for 
improving the transmittance and spectral performance of multispectral imaging sensors in 
future research. 
 The fabricated NIR multispectral imaging sensor was installed in an NIR color camera. The 
NIR color technique is to generate RGB color estimates from NIR multispectral signals.(18–21) 
Figure 10 shows the outcome of processing the RAW images using the previously described 
methodology(11) for improving color quality. The pixel values obtained from the fabricated 
imaging sensor with the described spectral response were converted to values in ideal sensitivity 
characteristics modeled as normal distributions with a standard deviation of 15 nm centered at 

Fig. 9. (Color online) Actual and designed transmittances: (a) IR1 (780 nm), (b) IR2 (850 nm), and (c) IR3 
(920 nm).

(a) (b) (c)

Fig. 8. (Color online) (a) Fabricated sensor. (b) Spectral response of each multispectral filter in NIR region.

(a) (b)
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each peak wavelength. The conversion matrix M shown in Eq. (1) was used for the color space 
conversion. M was applied as in Eq. (2). Here, the pixel values of each channel (IR1, IR2, and 
IR3) acquired by the imaging sensor are indicated by the subscript ‘raw’, and the ones after 
conversion are indicated by the subscript ‘conv’.

 
2.668 0.564 1.103
0.749 2.477 0.728
0.381 0.715 2.097

− − 
 = − − 
 − − 

M  (1)

 
1 1
2 2
3 3

conv raw

conv raw

conv raw

IR IR
IR IR
IR IR

   
   =   
      

M  (2)

 After the color space conversion process, the values of IR1conv, IR2conv, and IR3conv were 
subsequently reassigned to the R, B, and G values, respectively, in the sRGB color space, 
followed by brightness adjustment. Because the imaging sensor captures three different 
wavelengths, IR1 (780 nm), IR2 (850 nm), and IR3 (920 nm), an NIR color image was clearly 
delivered. The image is capable of differentiating the colors of objects as the colors of the ink 
bins, plant, and condiment bottles. 

3.2 Fundus images and evaluation

 The fabricated NIR multispectral imaging sensor was installed in a fundus camera system 
[Fig. 11(a)]. The sensor was mounted on a sensor board and connected to an image-processing 
board. While trans-palpebral, trans-scleral, and trans-pars-planar illumination methods from 
outside the pupil have been proposed for NIR illumination,(22–24) the optical system for this 
study was built using a Maxwellian illumination system such that collimated NIR light is 
reflected by a beam splitter and focused on the surface of the eye because it is widely used in 
conventional fundus cameras and less risky to accidental eye damage. Light is then spread to the 

Fig. 10. (Color online) NIR color image obtained using the fabricated imaging sensor.
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Fig. 11. (Color online) Glare-free NIR color fundus camera with the fabricated sensor. (a) Camera components and 
(b) an appearance image.

retina by the ophthalmic lens. The light source used in the experiment was composed of LEDs 
assembled in a fiber line and emitted three wavelengths of IR1 (780 nm), IR2 (850 nm), and IR3 
(920 nm). 
 To detect lifestyle-related diseases, fundus imaging was performed by focusing on the blood 
vessels around the optic disc. The shutter was opened when the illumination f lashed 
spontaneously. The amount of illumination was controlled according to eye safety guidelines.  
 Figure 12 shows the acquired fundus images of model and human eyes. The optic disc and 
blood vessels were clearly visualized. The images were reviewed and confirmed by a medical 
doctor that the relative diameter and shape of blood vessels were sufficiently recognizable to 
observe the attenuation of retinal arterioles, focal arteriolar narrowing, the broadening of the 
arteriolar reflex, and minimal arteriolar-venous crossing defects. Consequently, hypertensive 
and atherosclerotic lifestyle-related diseases can be diagnosed on the basis of Scheie 
classification.(25) Thus, it is confirmed that an NIR glare-free fundus camera with a 4-μm-pixel 
pitch NIR multispectral imaging sensor can provide medically relevant and meaningful 
information. 

(a) (b)

Fig. 12. (Color online) Fundus images taken by glare-free NIR color fundus camera: (a) model and (b) human eyes.

(a) (b)
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4. Conclusions

 A 4-μm-pixel pitch NIR multispectral imaging sensor was fabricated by directly depositing 
NIR multispectral filters on a sensor wafer. The sensor was applied to a glare-free NIR color 
fundus camera, and it was confirmed that the resulting camera was capable of providing 
medically relevant and meaningful information. As the goal of developing a “fundus camera 
anyone can use” is to make it compact and affordable, the successful outcomes of the fabricated 
sensor represent a significant step towards achieving this objective for healthcare purposes. One 
of the primary challenges that need to be addressed for the future improvement of NIR 
multispectral imaging sensors is the issue of cross-talk between pixels. 
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