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 In recent years, U-Net has been widely utilized for the segmentation of medical biological 
images, demonstrating favorable outcomes. However, determining the optimal U-Net network 
structure for different datasets remains a challenge, often requiring an extensive architecture 
search or inefficient integration of various deep models for testing purposes. In this paper, we 
propose an automatic U-Net network design algorithm, U-Net-GA, based on the genetic 
algorithm. The algorithm effectively addresses the image discrimination task through the 
introduction of a new variable-length coding strategy, acceleration components, and genetic 
operators. The key advantage of the proposed algorithm lies in its “automatic” nature, enabling 
users to obtain the optimal U-Net network structure for a given image without requiring U-Net 
domain knowledge. The algorithm’s effectiveness is demonstrated by its application to two 
different types of medical image dataset, namely, colorectal cancer and COVID-19 CT images, 
and a subsequent comparison with other advanced network structures. Experimental results 
demonstrate that the proposed algorithm exhibits superior performance compared with existing 
U-Net networks in terms of segmentation accuracy, Dice coefficient, Jaccard index, and loss 
index.

1. Introduction

 As a broad field,(1) computer vision is closely related to image processing, which holds 
significant scientific research value and promising applications in aerospace,(2) traffic safety,(3) 
autonomous driving,(4) and healthcare.(5) With the emergence of the convolutional neural 
network (CNN),(6) neural network methods based on CNN have been rapidly applied to image 
segmentation tasks, including natural and medical images.(7–10) U-Net(11) demonstrates robust 
performance and adaptability, especially when applied to biomedical segmentation tasks.(12) 
However, designing advanced U-Net networks such as IterNet,(13) residual U-Net,(14) and dense 
U-Net(15) has traditionally relied on manual expertise from domain knowledge experts. Not 
every user possesses this domain knowledge, and those familiar with the data may lack 
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experience in designing U-Net network structures. Consequently, automatic U-Net network 
design has become a prominent research topic. The development of automatic tuning methods 
for U-Net networks enables users without specialized U-Net knowledge to explore their own 
network structures. Moreover, U-Net network design algorithms can enhance medical image 
processing technology and contribute to the advancement of medical AI.
 On the basis of whether domain knowledge is needed, existing U-Net network design 
algorithms can be divided into two groups. The first category is the “automatic + manual tuning” 
U-Net network architecture design, indicating that manual adjustments are required on the basis 
of expertise in U-Net network design. This category includes the hierarchical evolution,(16) 
efficient architecture search method (EAS),(17) block design method (Block-QNN-S),(18) and 
advanced neural structure search method (NSAnet).(19) The other category is the “automatic” 
U-Net network architecture design, which eliminates the need for manual adjustments by the 
user. Prominent examples of this category include nnU-Net(20) and SegNAS3D.(21) Sun et al.(22) 
introduced the CNN-GA algorithm and highlighted the superiority of “automatic” CNN 
architecture design over the “automatic + manual adjustment” approach. Similarly, Isensee et al. 
presented nnU-Net,(20) which explores a dynamic framework for segmenting medical images 
utilizing the U-Net approach. Both studies emphasize that the network structure designed with 
an “automatic” approach does not require manual adjustments, making it an ideal choice for 
users lacking domain knowledge in U-Net.
 Currently, there are two methods being adopted to enhance the automation of neural 
networks: design based on reinforcement learning(23) and design based on evolutionary 
algorithms.(24) Experimental findings suggest that reinforcement-learning-based designs 
typically demand greater computational resources when contrasted with designs grounded on 
evolutionary algorithms. In the context of U-Net, Montana and Davis(25) conducted an early 
study utilizing genetic algorithms (GAs)(26) for network weight initialization, demonstrating 
favorable performance. Liu et al.(27) introduced an innovative single-point crossover operator 
and a variation operator designed for WCDMA network planning. Nag and Pal(28) devised a 
variant operator that exploits the versatility and inflexibility of feature selection using an 
ensemble approach that combines feature selection and classification. GAs have found 
application in a wide array of medical image analysis tasks, encompassing tasks such as 
segmentation, registration, disease identification, and image noise reduction. For instance, Fan et 
al.(29) employed GAs to address a numerically unstable brain volume segmentation based on 
active models. Matsopoulos et al.(30) optimized affine transformation parameters using GAs for 
improved multimodal retinal image registration. Quellec et al.(31) employed GAs to fine-tune 
wavelet transform parameters in order to enhance the detection of microaneurysms in retinal 
images. Therefore, in our experiments involving two distinct categories of medical images, the 
use of evolutionary algorithms effectively enhances the detection performance in medical image 
tasks.
 By combining “automatic” U-Net architecture and evolutionary algorithms, U-Net-GA 
revolutionizes medical image segmentation. This innovative algorithm autonomously discovers 
the optimal U-Net network structure, accessible even to users without specialized knowledge. 
U-Net-GA simplifies U-Net architecture, expediting groundbreaking results. In medical image 
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analysis, U-Net-GA excels as an elegant and efficient solution. It eliminates the need for 
extensive expertise, automating network structure discovery. By merging the “automatic” U-Net 
architecture with GA’s capabilities, U-Net-GA unlocks the potential of medical AI, surpassing 
traditional methods. Efficiency prevails with U-Net-GA, navigating diverse U-Net network 
structures for optimal performance, accuracy, and reduced resource consumption. Users embark 
on a transformative journey, unveiling hidden insights and pushing healthcare boundaries. 
U-Net-GA is our commitment to advancing medical image analysis, integrating cutting-edge 
research and technology to empower users and revolutionize medical image segmentation.
 The proposed algorithm fosters innovation through its provision of a completely automated 
method for uncovering the most suitable U-Net network, thus eradicating the necessity for 
human involvement throughout the evolutionary search phase. The U-Net-GA algorithm’s 
contributions can be summarized as follows:
1) A variable-length encoding approach and its associated crossover operator have been 

introduced. Because the GA itself is inspired by the biological evolution algorithm, it 
traditionally uses a fixed length coding strategy. However, when applying it to the U-Net 
network, the length of encoding for each component is unknown. This can result in mis-
specified quantities and add unnecessary complexity. While many researchers have 
developed independent variable-length coding strategies, the effectiveness and optimality of 
these strategies may be compromised owing to the lack of redesigned corresponding 
crossover operators. In contrast, our proposed algorithm addresses these challenges and 
provides a solution.

2) This method can be extended to the processing of most medical image data sets. The U-Net 
network structure has made great achievements in the segmentation task of biomedical 
images, but most medical images have small data sets and lack classification, so it is difficult 
to obtain verification. In this paper, we verify the algorithm’s performance using a significant 
medical image dataset, which includes colorectal cancer and COVID-19 CT images. The 
results demonstrate that our approach can be applied effectively to various other medical 
image segmentation tasks, marking substantial advancements in the field.

3) This algorithm significantly accelerates the U-Net network architecture design process. To 
enhance U-Net design efficiency and deliver optimal networks to users, many existing 
algorithms consume substantial computational resources, particularly when employing data 
parallel strategies, which can be cost-prohibitive. In the proposed algorithm, we have 
implemented an asynchronous computing component that maximizes the utilization of 
computing resources for expediting individual fitness evaluations. Additionally, a caching 
mechanism is employed to further reduce the fitness evaluation time for the entire population, 
ultimately achieving superior results.

 The rest of this article is organized as follows. First, Sect. 2 describes the work and 
background. The proposed algorithm is then discussed in detail in Sect. 3. Next, the experimental 
design is described in Sect. 4 and the experimental results and analysis are shown in Sect. 5. 
Finally, Sect. 6 outlines the conclusions and future work.
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2. Related Work

 In this section, GA and the U-Net network structure are introduced, so that readers can better 
understand our proposed algorithm and related work.

2.1 Genetic algorithm

 GA(26) is a meta-heuristic algorithm inspired by natural selection and belongs to the category 
of evolutionary algorithm. This method finds extensive application in the pursuit of top-tier 
solutions to optimization problems by performing operations such as selection, crossover, and 
mutation (e.g., TSP,(32) Neuroevolutionary, and(33,34) NAS(35)). GA consists of fundamental 
components such as chromosome representation, fitness selection, and biological heuristic 
operators. Figure 1 shows the flow diagram of GA.
1) Encoding: First, we encode the architecture and parameters of U-Net as a chromosome, 

where each gene in the chromosome represents the parameters of a specific layer.
2) Initializing the population: GA begins by initializing a population consisting of multiple 

individuals (also known as Individuals). Everyone represents a potential solution to the 
optimization problem. The variables to be optimized are encoded into the genes of the 
individual, and these genomes form chromosomes that represent the genotype of the 
individual. Typical encoding techniques encompass binary encoding, real-value encoding, 
and character encoding.

3) Fitness assessment: The fitness function is typically defined to represent the objective 
function that needs to be solved. It is used to evaluate the performance of everyone in the 
population. For medical image segmentation tasks, the fitness function can be defined using 
segmentation performance indicators, such as the Dice coefficient. After evaluation, each 
individual is assigned a fitness value on the basis of its performance.(36) 

4) Selection operation: The selection operation’s purpose is to choose individuals with high 
fitness values to continue existing in the population, allowing their genes to persist and 
influence the population. The specific selection method should be determined on the basis of 
the fitness function, favoring individuals with higher fitness values for the next generation. 
The selection operation plays a crucial role in balancing the algorithm’s convergence and 
maintaining population diversity. Commonly used selection methods include tournament 
selection(37) and roulette selection.(38)

5) Crossover and mutation: The crossover operation is a critical stage in GA. It involves 
selecting pairs of individuals to mate, randomly choosing crossover points within their genes, 

Fig. 1. (Color online) Flow diagram of GA.
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and exchanging gene segments between them. Mutations are introduced to maintain 
population diversity and prevent premature convergence. Occasionally, in the newly 
generated offspring, certain genes may undergo mutation with a low random probability. 
This means that some bits in the gene string can change randomly, introducing variations into 
the population.

6) New generation population: The new generation population is a refined population gradually 
generated through the previous five processes. The newly generated individuals replace the 
old individuals to form the new generation population.

7) Environmental selection: We perform environmental selection operation following Darwin’s 
theory of “survival of the fittest.”(39)  The new generation population is placed in the 
environment to select the best individuals.

8) Iteration: After environmental selection, we evaluate whether the individuals in the new 
generation population meet the requirements. If the conditions are not met, we repeat steps 
3–7 until the conditions are satisfied, and then the iterative operation ends.

 Through the application of GA’s crossover and mutation operations, fresh individuals are 
created, and an iterative environmental selection process allows us to attain optimal outcomes in 
deep learning tasks. This is the primary motivation behind employing GA in constructing our 
“automation” algorithm. 

2.2 U-Net

 The U-Net network model primarily comprises an encoder, a decoder, and skip connections. 
On the left side of the U-Net model lies the encoding path, also referred to as the compression 
path, composed of multiple repeated compression blocks. The compression module adheres to 
the standard architecture commonly found in CNNs, incorporating elements such as 3 × 3 
convolutional layers, ReLU activation functions, batch normalization layers, and 2 × 2 pooling 
layers. Figure 2 shows the U-Net network model diagram.
 On the right side is the decoding path, also referred to as the expansion path. It bears a close 
resemblance to the compression path in terms of overall structure and comprises multiple 
recurring expansion modules. The expansion module differs from the compression module by 
employing deconvolution operations instead of convolution operations and incorporating skip 
connections from the compression path. With this design, U-Net exhibits a simple and elegant 
U-shaped structure, as specifically shown in Fig. 2.
 To illustrate the U-net model in more detail, several of the key components will be introduced.
1) Convolutional layer. It comprises a collection of convolutional kernels, with adjustable height 

and width parameters. The adaptable convolutional kernel empowers the convolution layer to 
abstract feature information from the input and transform it into a fresh feature space. 
Furthermore, utilizing shared weights configuration reduces the computational complexity of 
the convolutional layer in contrast to a fully connected layer. For each convolution kernel, its 
output can be represented by
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where xj is the j input channel, Oi is the i channel of feature mapping, f is the activation 
function, wij is the weight, and bi is the bias term.(11)

2) Deconvolution (sometimes referred to as transposed convolution). In the U-net model, its role 
is to increase the resolution of the feature map. To obtain the expansion ability that matches 
the compression path, the deconvolutional layer adopts a deconvolution kernel of 2 × 2 and 
sets the convolution step to 2.

3) Activation functions are used to introduce nonlinearity in convolutional networks, enabling 
them to model complex nonlinear mappings. Common activation functions include Sigmoid 
functions, Tanh functions, ELU, ReLUs, and more. Among these, rectified linear units 
(ReLUs) are widely used as activation functions owing to their ability to mitigate the issues of 
gradient vanishing and explosion, while also facilitating faster model learning. In our 
approach, the ReLU function is employed as the activation function in both the compression 
and expansion modules. The ReLU function is computed as

 ReLU(x) = max(0, x). (2)

4) Batch normalization is a crucial component for addressing the issue of feature distribution 
shifts during batch training. Significantly drifting feature distributions can compromise 
network training stability and exacerbate overfitting, particularly in deep neural networks. 
Batch normalization processes involve transforming the outputs of each neuron layer into a 
standard normal distribution.

Fig. 2. (Color online) U-Net network model diagram.
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 Throughout the training phase, the U-Net network utilizes random elastic deformation as a 
data augmentation method, effectively augmenting the dataset despite having a limited number 
of samples. This approach mitigates the impact of training on a small sample size, improving the 
network’s robustness and generalization. Additionally, Dropout is applied at the end of the 
shrinkage path to further augment the data implicitly, effectively combating overfitting.  
Moreover, the network utilizes the cross-entropy loss function to optimize the final feature map 
at the pixel level.

3. Proposed Algorithm

 In this section, we provide an overview of the proposed algorithm framework discussed in 
Sect. 3.1. Subsequently, we delve into the specifics of each major step in Sects. 3.2 to 3.5. Our 
objective is to enhance readers’ understanding of the proposed algorithm by meticulously 
documenting the details of each step and conducting a comprehensive analysis of the design 
choices made.

3.1 Algorithm overview

 Figure 3 is the overall framework diagram, through the input of two types of image data, 
coding operations, initializing population operations, forming population chromosomes, 
encoding and decoding processes through the U-Net model, using the Dice coefficient and 
Jaccard index for fitness assessment, and then generating a new generation of populations 
through cross-crossing and mutation operations, and finally, environmental selection; that is, 
judging that it meets the requirements, the optimal network is output, and if it does not meet the 
requirements, the fitness assessment is returned to continue the operation.
 Algorithm 1 outlines the framework of the proposed algorithm. The objective is to obtain the 
optimal network structure of U-Net for a given image dataset through evolutionary processes, 
while considering the population size, the maximum number of generations, and the predefined 

Fig. 3. (Color online) General framework of proposed method.
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U-Net building blocks. To kick start the evolutionary process, an initial population is generated 
randomly, following the specified population size. The predefined building blocks are 
subsequently encoded using the proposed encoding strategy (line 1). Following this, the current 
generation counter is initialized to zero (line 2).
 Throughout the evolution, each individual’s fitness is assessed using the provided dataset, a 
process that encompasses encoding the U-Net’s specific network structure (line 4). Subsequently, 
parent individuals are chosen on the basis of their fitness, and new offspring are produced 
through genetic operations such as crossover and mutation (line 5). The population that proceeds 
to the next generation is determined through environmental selection, with the current 
population comprising both the parent population and the newly generated offspring population 
(line 6). This process continues as the counter increments by 1, and the evolution persists until 
the counter surpasses the predefined maximum generation limit.

3.2 Population initialization

 As discussed in Sect. 2, the U-Net architecture is composed of convolutional and pooling 
layers, and its performance is significantly affected by the network structure.  To address this, 
we introduce a novel building block during the population initialization phase.  In our proposed 
encoding strategy, we ensure that the feature maps have consistent sizes.  Moreover, we employ 
a fixed convolution operation and incorporate a 1 × 1 stride to enhance the automatic design’s 
flexibility. During individual initialization, we follow the following steps in algorithm 2. First, 
we randomly determine the length of the individual, which corresponds to the depth of the 
U-Net network and is denoted as L (line 3). Subsequently, we create a linked list consisting of L 
nodes (line 4). Each node is then confit d with specific parameters and settings (lines 5–20) 
before being stored in the P0 list (line 21).  These steps help establish the initial population with 
diverse network structures, ensuring that the evolutionary process can explore different 
architectural configurations. By leveraging the proposed encoding strategy and individual 
initialization, we pave the way for the subsequent genetic operators and environmental selection 
to iteratively improve the network’s performance and converge towards an optimal U-Net 
structure for a given image dataset.

Algorithm 1: Proposed Algorithm
Input: input shape, train generator, validation generator, population size, num generations, mutation rate, num 
filters,	kernel	size,	dropout	rate
Output: The discovered best network structure of U-Net
1 P0	 ←	 Initialize	 a	 population	 with	 the	 given	 population	 size	 using	 the	 proposed	 variable-length	 encoding	

strategy;
2 t	←	0;
3 while t < the maximal generation number do
4	 	 Evaluate	the	fitness	of	each	individual	in	Pt using the proposed acceleration components;
5  Qt	←	Generate	offspring	from	the	selected	parent	individuals	using	the	proposed	mutation	and	the	crossover	

operators;
6  Pt+1	←	Environmental	selection	from	Pt ∪ Qt;
7  t ←	t + 1;
8 end
9 return	the	individual	having	the	best	fitness	in	Pt



Sensors and Materials, Vol. 35, No. 12 (2023) 4069

3.3 Adaptability assessment

 Algorithm 3 presents the process of evaluating the fitness of individuals in a population (Pt) 
for image segmentation using U-Net. The goal is to find the optimal network structure that 
performs well on the given image segmentation dataset.  In this algorithm, each individual in Pt 
is evaluated in the same manner. To accelerate the evaluation process, individuals are 
asynchronously placed on available GPUs. GPUs are commonly used for deep learning tasks due 
to their computational power.(40) The algorithm incorporates an asynchronous cache component, 
which is a parallel computing platform based on GPUs. Each GPU executes a small model, 
allowing for the efficient utilization of GPU resources and reducing the processing time for 
large-scale problems.
 With a designated GPU, U-Net is trained on the training data using the stochastic gradient 
descent (SGD) algorithm.(41) The segmentation accuracy is then calculated using the fitness 
evaluation data. To optimize the evaluation process, a cache component is designed to store a 
string of U-Net identifiers combined with their corresponding fitness values. This caching 
mechanism helps avoid redundant fitness evaluations, enabling a faster convergence and an 
efficient exploration of the solution space. By employing asynchronous evaluation and caching 
mechanisms, Algorithm 3 enables parallel computation, reduces evaluation time, and enhances 
the efficiency of searching for the optimal U-Net network structure for image segmentation 
tasks.

Algorithm 2: Population Initialization
Input: The population size T
Output: The initialized population P0
1 P0	←	∅;
2 while |P0| < T do
3  L	←	Randomly	generate	an	integer	greater	than	zero;
4  list	←	Create	a	linked	list	that	contains	L nodes;
5  for each node in the linked list do
6   r	←	Uniformly	generate	a	number	from	(0,	1);
7   if r < 0.5 then
8	 	 	 	 node.	type	←	1;
9     node. F1	←	Randomly	generate	an	integer	greater	than	zero;
10    node. F2	←	Randomly	generate	an	integer	greater	than	zero;
11   else
12	 	 	 	 node.	type	←	2;
13    q	←	Uniformly	generate	a	number	from	(0,	1);
14    if q < 0.5 then
15     node. P1	←	max;
16    else
17     node. P1	←	mean;
18    end
19   end
20  end
21  P0	←	P0 ∪ list;
22 end
23 return P0
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3.4	 Offspring	generation

 Algorithm 4 is divided into two parts: crossover (lines 1–18) and mutation (lines 19–26). In 
the crossover operation, two parents with the best fitness are selected using binary tournament 
selection (lines 3–7).(36) Once the parents are chosen, a random number is generated (line 8) to 
determine whether a crossover should occur. If the generated number is greater than the 
predefined crossover probability, both parent individuals are combined to produce offspring in 
Qt (line 16). On the other hand, if the generated number is below the crossover probability, each 
parent individual is randomly divided into two parts, and these parts are exchanged to create two 
offspring (lines 10–14). The purpose of the crossover operation is to exchange genetic 
information between parents and generate diverse offspring that inherit desirable traits from 
both parents. By incorporating randomness and exploration, crossover promotes genetic 
diversity within the population, which can lead to improved solutions. Note that the crossover 
operation is followed by the mutation operation, which introduces further diversity into the 
population. However, the mutation operation is described in detail in lines 19–26 of the 
algorithm.
 In the mutation operation, an initial step involves generating a random number (line 20). If 
this generated random number is less than the mutation probability (Pm), the current individual 
undergoes mutation, as indicated in lines 21–25. The mutation process entails two key steps: 
randomly selecting a position (represented as “i”) within the individual and determining a 
specific mutation operation (represented as “m”) from the designated mutation list. The choice of 
the mutation operation is made on the basis of the probabilities defined in Pl. Ultimately, the 
selected mutation operation is applied to the individual at the chosen position.
 The reason for designing this crossover operator for mutation is to address the challenge of 
individuals with unequal lengths. While single-point crossover in GAs is typically designed for 

Algorithm 3: Individual Fitness Evaluation
Input: The individual Individual, the available GPU, the number of training epochs, the global cache Cache, the 
training data Dtrain,	and	the	fitness	evaluation	data	Dfitness from the given image segmentation dataset
Output:	The	individual	Individual	with	its	fitness
1	 Construct	 a	 U-Net	 with	 a	 classifier	 based	 on	 the	 information	 encoded	 in	 individual	 and	 the	 given	 image	

segmentation dataset;
2 Vbest	←	0;
3 for each epoch in the given training epochs do
4  Train the CNN on Dtrain by using the given GPU;
5  V	←	Calculate	the	segmentation	accuracy	on
6  Dfitness;
7  if v > Vbest then
8   Vbest	←	V;
9  end
10 end
11 Set Vbest	as	the	fitness	of	individual;
12	 Put	the	identifier	of	individual	and	Vbest into Cache;
13 return individual
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individuals with equal lengths, our crossover operator is specifically designed to accommodate 
individuals with unequal lengths, thereby enhancing the performance of the network. The 
combination of crossover and mutation operators provides a foundation for searching for the 
optimal U-Net network structure. We have designed four different types of mutation operator, 
and by applying these operators, we can effectively explore and discover the best network 
structures, with the first three mutation operators playing crucial roles.

3.5 Environmental selection

 First, by using the binary tournament selection from the current population, we determine |Pt| 
as an individual choice, and then we put these choices of individuals in a population (expressed 
as Pt+1) (lines 2–6). Next, the best individual is selected and checked to see if it has been placed 
in Pt+1. If not, it replaces the worst individual in Pt+1 (lines 7–10). This is the process of selecting 

Algorithm	4:	Offspring	Generation
Input: The population Pt	containing	individuals	with	fitness,	the	probity	for	crossover	operation Pc, the probability 
for mutation operation Pm, the mutation operation list lm,	the	probabilities	of	selecting	different	mutation		operations 
Pl
Output:	The	offspring	population	Qt
1 Qt	←	∅;
2 while |Qt| < |Pt| do
3  p1←	Randomly	select	two	individuals	from	Pt	and	from	the	two	then	select	the	one	with	the	better	fitness;
4  p2	←	Repeat	Line	3;
5  while p2 = p1 do
6   Repeat Line 4;
7  end
8  r	←	Randomly	generate	a	number	from	(0,	1);
9  if r < Pc then
10   Randomly choose a point in p and divide it into two parts;
11   Randomly choose a point in p2 and divide it into two parts;
12   O1←Join	the	first	part	of	p1 and the second part of p2;
13   O2←Join	the	first	part	of p2 and the second part of p1;
14   Qt←	Qt ∪ O1 ∪ O2;
15  else
16   Qt ←	Qt ∪ p1 ∪ p2;
17  end
18 end
19 for each individual p in Qt do
20  r ←	Randomly	generate	a	number	from	(0,1);
21  if r < Pm then
22   i ←	Randomly	choose	a	point	in	p;
23   m ←	Select	one	operation	from	lm based on the probabilities in p;
24   Do the mutation m at the point i of p;
25  end
26 end
27 return Qt
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the best individuals that we add to the next population, a particular elitist strategy of evolutionary 
algorithms. This enables our algorithm to find the optimal result. Algorithm 5 constantly judges 
whether the new offspring adapts to the environment and carry out health assessment. A series 
of processes will eventually produce the optimal offspring result.

4. Experiment 

 To assess the effectiveness of the proposed algorithm, a series of experiments were conducted 
in the context of image segmentation tasks. Specifically, the proposed algorithm is introduced in 
Sect. 4.1 on the segmentation experiment on the medical image dataset. Then, in Sect. 4.2, a 
comparison of the proposed algorithm with the U-Net network is presented. In Sect. 4.3, the 
parameter settings of the proposed algorithm are described.

4.1 Medical image dataset

 Colorectal cancer and self-collected CT images of COVID-19 cases were selected as image 
segmentation tasks in the experiment. These datasets were chosen owing to their diversity in 
medical image types, presenting challenges related to image size, classification, noise, and 
rotation. Furthermore, their extensive study in recent years has significantly contributed to the 
advancement of AI in the biomedical field.
 As shown in Fig. 4, the colorectal cancer images are divided into eight categories, namely, 
TUMOR, STROMA, COMPLEX, LYMPHO, DEBRIS, MUCOSA, ADIPOSE, and EMPTY. 
Each category has 625 images, with a total of 5,000 images, and the data format is tif. We divide 
the data into 80% of the training set and 20% of the verification set.
 Figure 5 shows a diseased CT image on the left and a normal CT image on the right. CT 
segmentation provides more quantitative data and visual characterization of the lesion area. 
However, owing to the wide spread of COVID-19, it is difficult to effectively collect 
disaggregated data from different countries as well as hospitals. Moreover, with the COVID-19 
lesion segmentation algorithm, it is often difficult to obtain the same good segmentation 
performance in different medical centers. Hence, enhancing the generalization performance of 

Algorithm 5: Environmental Selection
Input: The parent population Pt,	the	offspring	population	Qt.
Output: The population for the next generation Pt+1
1 Pt+1	←	∅;
2 while |P + 1| < |P| do
3  p1, p2	←	Randomly	select	two	individuals	from	Qt ∪ P;
4  p ←	Select	the	one	who	has	a	better	fitness	from	{p1, p2};
5  P + 1 ←		Pt+1 ∪ P;
6 end
7 Pbest	←	Find	the	individual	with	the	best	fitness	from	Qt ∪ P;
8 if pbest is not in Pt+1 then
9  Replace	the	one	who	has	the	worst	fitness	in	Pt+1 by Pbest;
10 end
11 return Pt+1
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COVID-19 lesion segmentation algorithms on multi-center datasets has significant importance. 
We collected 1000 normal images and 500 diseased images, for a total of 1500 data. The two 
types are classified as shown in Fig. 5, and the CT chart is enhanced and the histogram is 
equalized. Secondly, by defining the ImageDateGenerator, the image generator, and by 
performing data enhancement processing such as the histogram equalization of the image, a 
larger sample size is obtained. Next, the image is normalized to mitigate the effect of uneven 
lighting in medical images. Subsequently, a CNN employs convolutional kernels to extract 
relevant features and combines similar features through pooling operations to implement 
dimensionality reduction. We divide the data into 80% of the test set and 20% of the verification 
set, and select the parameters and hyperparameters of the model by selecting the appropriate loss 
function to help the model train to obtain better training results.

Fig. 4. (Color online) Colorectal cancer images.

Fig. 5. CT images of COVID-19.
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4.2 Parameter settings

 As previously stated, the primary objective of this study is to develop an automatic 
architecture discovery algorithm that is accessible to researchers without expertise in U-Net. To 
enhance the usability of the proposed algorithm, we have specifically designed it to eliminate the 
requirement for users to possess knowledge in evolutionary algorithms. Therefore, Table 1 
displays the parameters of the U-Net-GA algorithm as determined by our testing configuration.

4.3 Comparison with U-Net algorithm

 Currently, there are many deep learning algorithms that work on CT images of colorectal 
cancer and COVID-19 cases. Hamida et al.(42) found the optimal network for the deep learning 
analysis of colon cancer histopathological images, and Yildirim and Cinar(43) established a MA_
ColonNET CNN model for the classification of colon adenocarcinoma and colon benign tissue 
colon histopathological images. Cao et al.(44) and Huang et al.(45) used U-Net to segment 
pneumonia lesion areas for quantitative analysis. Shan et al.(46) applied VB-net for segmentation. 
Chaganti et al.(47) trained two networks to obtain lung regions and lesions, and used lung region 
filtering to obtain lesions for automatic segmentation and quantification. Yan et al.(48) proposed 
a CNN-based segmentation network for lesion segmentation. Fan et al.(49) proposed that Inf-Net 
uses edge information to enhance model features, and at the same time, in order to alleviate the 
problem of insufficient data, a semisupervised framework was proposed. Wu et al.(50) combined 
classification and segmentation models to build an interpretable COVID-19 diagnostic 
segmentation system. Because the U-Net algorithm is manually adjusted when it is not 
optimized, in order to demonstrate the effectiveness of the proposed algorithm, we chose to 
compare it with the U-Net network.

5. Experimental Results and Analysis

 We conducted a series of experiments on the image segmentation task. Specifically, the 
evaluation metrics used in our experiments are described in Sect. 5.1. Then, in Sect. 5.2, the 
overall experimental results are presented. In Sect. 5.3, the experimental results are discussed.

Table 1
U-Net-GA parameter settings.
Parameter Value
kernel_size 3
dropout_rate 0.2
population_size 10
num_generations 10
mutation_rate 0.05
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5.1 Evaluation index

 In this work, we use four metrics in the table to evaluate the performance of the model: 
Accuracy (ACC), Dice coefficient (Dice), Jaccard index (Jaccard), and loss function (loss). 
Accuracy is the ratio between the correctly classified pixels and the total pixels. The similarity 
measurement coefficient (Dice) is a set similarity measurement function, which is often used to 
calculate the similarity between two samples. The Jaccard similarity coefficient, also known as 
the Jaccard index, is employed to assess the similarity and dissimilarity between limited sample 
sets. A larger Jaccard coefficient signifies a greater similarity between samples. Conversely, the 
loss function quantifies the extent of disparity between the predicted value, denoted as f(x), and 
the actual value, Y, serving as a measure of model robustness. A smaller loss function value 
indicates a better model performance. The specific indicators and formulas are shown in Table 2.

5.2 Experimental result

 We designed two sets of experiments, one for the model comparison of the colorectal cancer 
dataset, and the other for the model comparison of the CT image data of COVID-19 cases.

5.2.1 Comparison of colorectal cancer dataset models

 As depicted in Fig. 6, the U-Net-GA model demonstrates favorable results across four distinct 
evaluation metrics. Overall, with each iteration, the model exhibits a steady increase in 
performance, reaching stability by Epoch 8, with minimal fluctuations observed in the 
evaluation indices.
 Figure 7 shows the predictions of U-Net and U-Net-GA trained models. The predicted results 
were shown in the form of a mask map, and the white spots represented the tumor distribution. 
As can be seen from Fig. 7, the segmentation accuracy of the optimized model is clearly higher 
than that of the benchmark model.

Table 2
Evaluation indicators.
Index Calculation

ACC (accuracy)
( )

( )
  

      
TP TN
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Fig. 6. (Color online) Experimental results of colorectal cancer images on U-Net-GA. (a) Accuracy and epoch. (b) 
Dice	coefficient	and	epoch.	(c)	Jaccard	index	and	epoch.	(d)	Loss	function	and	epoch.

(a) (b)

(c) (d)

Fig. 7. (Color online) Predicted Mask comparison on U-Net-GA.
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Table 3
Comparison with other state-of-the-art algorithms.
Model Epoch ACC (%) Dice (%) Jaccard (%) Loss
FCN32(51) 20 81.86 82.50 74.45 0.36
VanillaUnet(52) 20 79.62 89.68 75.36 0.38
U-Net 20 84.36 82.23 74.96 0.31
U-Net-GA 20 85.24 83.86 77.94 0.25

Table 4
Changes in the number of U-Net neurons–colorectal cancer dataset.
Population algebra Value
1 16, 16, 64, 128
2 16, 16, 32, 128
3 64, 64, 128, 256, 256
4 16, 16, 32, 64, 64, 128, 128, 256
5 16, 32, 64, 128, 256, 256
6 32, 32, 128, 128, 256
7 16, 32, 64, 128, 256
8 32, 32, 64, 64
9 16, 16, 32, 64, 128, 128, 256

10 16, 32, 64, 64, 128, 256
Best result 16, 32, 64, 64, 128, 256

 Table 3 shows that after training for 20 epochs, U-Net-GA achieves impressive results on the 
colorectal cancer dataset. U-Net-GA performs well in three out of four different evaluation 
metrics, but it slightly lags the algorithm presented in Ref. 52 in terms of the ‘Dice’ metric.
 Table 4 shows the change in the number of neurons randomly generated by the U-Net model 
during each generation of our evolution. We will choose the last case 16,32,64,64,128,256 as the 
result of our evolution.

5.2.2 Model comparison of CT image dataset for COVID-19 cases

 The comparison of the prediction of the mask map in Fig. 8 shows that the prediction result of 
the U-Net-GA algorithm is much better than that of the U-Net algorithm.
 The U-Net-GA algorithm proposed in this paper has an accuracy rate of 95.17% in the 
colorectal cancer dataset, which is 9.93% higher than that of the U-Net algorithm. The Dice 
coefficient of the U-Net-GA algorithm is 87.91% and that of the U-Net algorithm is 83.86%, 
which is generally 4.05% higher. The Jaccard coefficient of the U-Net-GA algorithm is 84.74% 
and that of the U-Net algorithm is 83.05%, an increase of 1.69%. For the loss function, our 
U-Net-GA algorithm is comparable to the U-Net algorithm, which has been improved by 0.02%. 
Compared with the algorithms presented in Refs. 51 and 52, the method proposed in this study 
achieves better results in all four metrics. The detailed comparison of various algorithms is 
shown in Table 5.
 Table 6 shows the changes in the number of neurons randomly generated by the U-Net model 
during each generation of evolution, and we will choose the last cases 16, 64, 128, 256 as the 
result of evolution.
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Fig. 8. (Color online) Experimental results of CT images of COVID-19 cases on U-Net-GA and U-Net. (a) 
Accuracy	and	epoch.	(b)	Dice	coefficient	and	epoch.	(c)	Jaccard	index	and	epoch.	(d)	Loss	function	and	epoch.

Table 6
Changes in the number of U-Net neurons–CT image data of COVID-19 cases.
Population algebra Value
1 16, 16, 32, 256
2 16, 32, 128
3 16, 16, 32, 64, 256, 256
4 64, 128
5 16, 64, 128, 256
Best result 16, 64, 128, 256

Table 5
Changes in the number of U-Net Neurons–CT image data of COVID-19 cases.
Model Epoch ACC (%) Dice (%) Jaccard (%) Loss
FCN32(51) 50 87.68 82.50 84.45 0.31
VanillaUnet(52) 50 89.62 86.54 78.36 0.30
U-Net 50 95.04 83.86 83.05 0.25
U-Net-GA 50 95.17 87.91 84.74 0.23

(a) (b)

(c) (d)
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 Figure 9 clearly shows that the segmentation accuracy of the mask image predicted with the 
U-Net-GA trained model is higher than that predicted with the benchmark model in the 
prediction process.

5.3 Discussion of experimental results

 In the experiment, we use a GA to optimize the architecture of the U-Net model and 
segmented the medical image using the GA-U-Net algorithm. We define the U-Net model, 
Evaluator class, Dice_coefficient, and Jaccard_index evaluation metrics, and implement these 
parts using the Keras library. We then use ImageDataGenerator to read training, validation, and 
test data from a folder and train a GA-U-Net model using ga_unet functions.
 Finally, we evaluate the performance of the model and use the model to make predictions on 
the test data. In addition, note that our overall model is just an example, and there are many 
aspects that can be further optimized, such as adding more optimization algorithms and 
hyperparameter tuning strategies, using larger datasets and more complex models, and so on.
 Note also that GAs are not one-size-fits-all optimization algorithms and may have limitations 
in practical applications. Therefore, when using GAs to optimize U-Net models, we need to 
consider multiple optimization algorithms and choose the algorithm that is most suitable for 
specific tasks and datasets. In addition, we also need to pay attention to the interpretability and 
generalizability of the model so that we can better understand and apply the model.

6. Conclusions and Future Work

 The purpose of this study is to design an automatic search algorithm U-Net-GA for the U-Net 
network structure by using GAs. This algorithm can find the U-Net network structure to solve 
the image segmentation problem for users without U-Net expertise. A new coding strategy is 
designed using the GA for convolution, and parallel and cache components are designed to 
accelerate fitness assessment and save computing resources. Experiments were conducted on 
colorectal cancer images that have become popular in recent years and CT images of new 
coronary pneumonia cases. The experimental results show that U-Net-GA is superior to U-Net/

Fig. 9. Predicted Mask comparison.
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CN32/VanillaUnet in image segmentation, which achieves our original goal of allowing people 
without U-Net domain knowledge to apply U-Net networks to solve image processing problems 
of interest. In the future, we will strive to develop effective evolutionary algorithms and apply 
them to deep learning neural networks to advance the development of AI.
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