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	 Breast cancer is a prevalent global health concern and the most commonly diagnosed cancer 
in women. Mammography, a well-established and widely used screening tool, has greatly 
contributed to early breast cancer detection. However, understanding mammographic breast 
composition is also crucial for refining the risk assessment of breast cancer beyond identifying 
lesions. In contrast to previous studies, we adopt an exploratory approach by using the Swin 
Transformer, a foundation model for image classification, to classify the four-category breast 
density. Leveraging this foundation, we fine-tune the model with a small set of mammograms 
for the purpose of making advancements in breast density classification. This study is 
experimentally validated to achieve an overall accuracy of 74.96% in the four-category breast 
density classification, which is a comparable performance to recent counterparts.

1.	 Introduction

	 Breast cancer is a pervasive global health issue and the most commonly diagnosed cancer 
among women.(1) Early detection remains pivotal in improving outcomes and reducing mortality 
rates associated with this disease. Mammography, a well-established and widely utilized 
screening tool, has significantly contributed to the early detection of breast cancer.(2) However, 
the interpretation of mammographic images extends beyond the mere identification of lesions. 
Understanding the intricacies of breast tissue composition, known as mammographic breast 
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composition, has emerged as a critical aspect in refining breast cancer risk assessment and 
screening strategies.
	 Mammographic breast composition refers to the proportion and distribution of various tissues 
within the breast as visualized through mammography. Central to its clinical relevance is the 
recognition that breast density, a key component of breast composition, serves as a crucial 
indicator for breast cancer risk. Studies have consistently demonstrated an increased risk 
associated with higher breast density,(3,4) making it imperative to comprehensively evaluate 
breast composition for effective risk stratification.
	 The American College of Radiology’s breast imaging reporting and data system (BI-RADS)(5) 
provides a standardized framework for characterizing breast composition. The four BI-RADS 
categories (A to D) offer a systematic approach to communicating the density and composition 
of breast tissues. These categories, ranging from predominantly fatty to extremely dense, guide 
radiologists in reporting findings consistently and enable healthcare providers to make informed 
decisions regarding further assessments.
	 Traditionally, the analysis of breast composition heavily relies on the subjective interpretation 
of radiologists, demanding significant time and effort for accurate assessment. However, with 
the advent of artificial intelligence (AI), algorithms based on deep learning have demonstrated 
exceptional capabilities in handling extensive medical imaging data, extracting intricate 
patterns, and providing valuable insights. These capabilities hold the potential to enhance the 
accuracy of breast composition analysis,(6–8) enabling radiologists to make interpretations more 
rapidly and improving overall diagnostic efficiency.
	 In recent times, numerous groups have proposed solutions for breast density classification 
based on deep learning, yielding promising results.(9–13) Diverging from previous studies, we 
adopt an exploratory approach using the Swin Transformer,(14,15) a foundation model for image 
classification, to classify the four-category breast density. The Swin Transformer has also 
demonstrated exceptional performance in the field of image classification. The advantage of 
employing the Swin Transformer lies in its pretraining on an extensive dataset of images, 
allowing it to extract various features from this vast image repository. Leveraging this 
foundation, we fine-tune the model with a small set of mammograms, aiming to make 
advancements in breast density classification.

2.	 Materials 

	 Table 1 summarizes the description of breast composition, that is, breast density, in the BI-
RADS mammography lexicon.(5) There are four categories in breast composition. Category A 
corresponds to breasts with low density, where the majority of tissue is composed of fat. 
Category B represents breasts with some fibroglandular tissue dispersed among fatty tissue. 
Category C indicates breasts with increased density owing to a higher proportion of 
fibroglandular tissue, which potentially makes detection more challenging. Category D 
comprises breasts with the highest density, where fibroglandular tissue predominates, increasing 
the difficulty of mammographic detection and breast cancer screening.
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	 In this work, the Curated Breast Imaging Subset of Digital Database for Screening 
Mammography (CBIS-DDSM)(16) is used to train the presented model for breast composition 
classification. CBIS-DDSM is a public dataset designed for medical imaging research, 
specifically focused on breast imaging. It can be used for the performance evaluation in 
computer-aided diagnosis and detection systems research in mammography. The dataset is 
composed of 3101 mammograms of 1566 participants, including 425, 1207, 952, and 517 images 
for categories A to D in breast composition, respectively. Table 2 gives the numbers of training 
and test data used in this study.

3.	 Methodology and Model

	 We aim to classify breast composition into four categories using the Swin Transformer 
model,(14,15) which can assist radiologists in making faster interpretations and improves the 
overall diagnostic efficiency. The Swin Transformer, proposed by Microsoft Research Asia, is a 
foundation model based on the transformer architecture. It has demonstrated outstanding 
performance in image classification and capably serves as a general-purpose backbone for 
computer vision.
	 The advantage of using the Swin Transformer lies in its pretraining on an extensive dataset of 
images, enabling it to extract various features from this vast image repository. On the basis of 
this concept, we fine-tune the model with a small set of mammograms, aiming to make 
advancements in breast density classification.
	 In this paper, we adopt the base model of the Swin Transformer, called Swin-B, with the 
architecture depicted in Fig. 1. First of all, the Swin-B model employed in this study was 
pretrained on the ImageNet-22K dataset.(17) Next, the input image size is specified as 224 × 224, 
that is H = W = 224 in Fig. 1. Subsequently, in Fig. 1, C = 128, and the model comprises a total of 
four stages. The Swin Transformer Block in each stage is successively concatenated with a 
different number, i.e., 2, 2, 18, and 2, respectively. The number of connections is indicated below 
in each Swin Transformer Block.
	 Finally, a categorical cross-entropy loss function was used to train the model with a batch 
size of 64 and an epoch of 1000, and an AdamW optimizer(18) with a learning rate of 0.00001 
was also used to improve the training performance. Table 3 lists the development environment of 
this work. As a consequence, the presented model occupies 331 MB of memory.

Table 1
Description of breast composition in BI-RADS mammography lexicon.
Category Description
A Entirely fatty
B Scattered areas of fibroglandular density
C Heterogeneously dense, which may obscure masses
D Extremely dense, which lowers sensitivity
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4.	 Experimental Results

	 A confusion matrix for four-category classification and four performance metrics for each 
class, including the sensitivity, specificity, precision, and F1-score, were conducted to evaluate 
the model performance. Then, the overall accuracy was obtained. The four performance 
metrics—sensitivity (Sen), specificity (Spe), precision (Pre), and F1-score—are respectively 
given by

	 Seni = TPi / (TPi + FNi),	 (1)

	 Spei = TNi / (TNi + FPi),	 (2)

	 Prei = TPi / (TPi + FPi),	 (3)

	 F1-scorei = 2 × (Prei × Seni) / (Prei + Seni),	 (4)

Fig. 1.	 Architecture of Swin-B model.

Table 3
Development environment.
Programing language Python
Library Pytorch 1.13.1, CUDA 11.7, numpy, opencv-python, matplotlib, etc.

Hardware PC (Windows 10 64-bit, AMD Ryzen Thredripper PRO 3955WX 16-Cores 3.9 GHz CPU, 
256 GB RAM), graphics card (NVIDIA RTX A6000)

Table 2
Numbers of training and test data in each composition category.
Breast composition category Number of training data Number of test data
A 358 67
B 945 262
C 751 201
D 404 113
Sum 2458 643
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where 1 ≤ i ≤ Cnum = 4 and is used to represent that a predictive result is classified as the ith 
element of the breast composition category: {A, B, C, D}. True positive (TP) and false positive 
(FP) are used to represent whether a predictive result is accurately classified or misclassified in 
the ith case, respectively. Likewise, true negative (TN) and false negative (FN) represent whether 
a predictive result is accurately classified or misidentified in a case other than the ith case, 
respectively. Finally, the overall accuracy is given by

	 1 ,
Cnum

ii
TP

Accuracy
Tnum

== ∑ 	 (5)

where Tnum is the number of test data.
	 Performance testing was conducted using the 643 test data values tabulated in Table 2, the 
confusion matrix in Fig. 2, and the performance metrics in Table 4. The model has an overall 
accuracy of 74.96% for four-level breast density classification. The F1-score had its highest 
(79.35%) and lowest (53.45%) values in categories B and A, respectively. A further examination 
of Fig. 2 reveals that the breast density was misclassified as one level higher or lower in most 
misclassified cases.
	 Finally, Table 5 presents the overall accuracies in this study and three recently published 
counterparts. Despite differences in the test datasets, the accuracy of this study, at 74.96%, is 
notably higher than that in Ref. 10 and is comparable to those of the methods proposed in Refs. 
11 and 12. This provides evidence that implementing the foundation model with the Swin 
Transformer for breast composition classification is indeed successful and feasible.

Fig. 2.	 (Color online) Confusion matrix for performance analysis.
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5.	 Conclusions

	 Unlike previous literature, in this paper, we present the use of the Swin Transformer 
foundation model to perform the task of four-category breast density classification. Given its 
pretraining on an extensive dataset of images, the Swin Transformer has the advantage of 
extracting various features from this vast image repository. Consequently, remarkable 
performance is demonstrated in the field of image classification. Additionally, experimental 
results confirm that in this study, we achieved an overall accuracy of 74.96% in four-category 
breast density classification. In the future, a dual view of mammographic breast images will be 
introduced to build deep learning models with the aim of achieving higher performance than 
that demonstrated in this study.
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