
2585Sensors and Materials, Vol. 36, No. 6 (2024) 2585–2596
MYU Tokyo

S & M 3688

*Corresponding author: e-mail: hally888@gmail.com
https://doi.org/10.18494/SAM4828

ISSN 0914-4935 © MYU K.K.
https://myukk.org/

Improving the Scalability of Data Center Networking
with Protocol-independent Source Routing

Shih-Pang Tseng,1,2 Yang Yu,3 and Chien-Min Chen4,5*

1School of Information Science and Technology, Sanda University, Shanghai,
No. 2727 Jinhai Road, Pudong District, Shanghai, 201209 China

2School of Software and Big Data, Changzhou College of Information Technology, Changzhou,
No. 22, Mingxin Middle Road, Changzhou, Jiangsu, 213164 China

3School of Computer Engineering, Jiangsu University of Technology, 
No. 1801 Zhongwu Road, Changzhou, Jiangsu, 213001 China

4School of Software, Quanzhou University of Information Engineering, 
No. 249, Bodong Road, Fengze District, Quanzhou, Fujian, 362000 China

5International School of Finance, Fudan University, No. 220, Handan Road, Shanghai, 200433 China

(Received December 18, 2023; accepted June 24, 2024)

Keywords: SDN, control plane, source routing, protocol-oblivious forwarding, table item

 Sensor networks generate large volumes of data that require robust processing, storage, and 
analysis capabilities provided by data centers. Software-defined networking, as a new network 
technique for designing and building networks, provides new concepts and solutions for the 
current data center system construction. However, the software-defined networking (SDN) 
framework based on the OpenFlow protocol cannot support new protocols or actively add 
unknown protocols, since they cause the control plane protocol to become more bloated. It is 
difficult to solve the problem of network scalability because components are being continuously 
redesigned. Therefore, an optimized source routing technology is proposed in combination with 
the protocol-oblivious forwarding technology. Furthermore, a low-cost and extensible network 
switch is designed to realize the independent data forwarding mechanism that effectively 
reduces the amount of network control signaling. The experimental results show that the scheme 
can significantly reduce the scale of flow table items and improve the hardware forwarding rates 
as well as the flexibility of forwarding rules. Moreover, the design scheme has a good application 
prospect. 

1. Introduction

 To gain more information for better awareness of the environment or to monitor system 
parameters, more sensors distributed over a geographic area are needed to construct a sensor 
network.(1) These sensors can detect physical phenomena such as temperature, humidity, light, 
pressure, motion, and sound. Sensor networks are used in various applications, including 
environmental monitoring, industrial automation, healthcare, and smart cities. The sensors 
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transmit the collected data to a central node or gateway, which processes and transmits the 
information to a remote server or data center for further analysis and decision-making.
 A data center is a dedicated facility used to house computer systems and associated 
components, such as telecommunications and storage systems. It includes the physical 
infrastructure for computing, storage, and networking hardware, as well as the software and 
services required to support the critical applications and data. Data centers can manage huge 
amounts of data generated by sensor networks, enabling real-time analytics, data storage, and 
the implementation of various applications driven by sensor data.
 The integration of sensor networks with data centers is crucial for leveraging the full 
potential of Internet of Things (IoT) applications. Sensor networks generate large volumes of 
data that require the robust processing, storage, and analysis capabilities provided by data 
centers. This integration supports real-time monitoring, predictive analytics, and efficient 
management of resources, leading to enhanced operational efficiency, informed decision-
making, and improved outcomes in various sectors. The data exchange efficiency of the data 
center has become the development bottleneck of the sensor network scalability.
 Software-defined data centers (SDDC) have realized abstraction, pooling, and the automated 
deployment and management of all physical computing, storage, and network resources through 
virtualization and software to meet higher agility business demands and user experience.(2,3) 
Among these technologies, software-defined networking (SDN) architecture separates the 
control plane used for network decision from the data plane for data forwarding and provides 
network programmability to accelerate network innovation.(4,5) The application of SDN to build 
the data center can effectively simplify the network management and achieve precise scheduling 
of data flows, further enhancing the service carrying capacity.
 At present, the processing mechanism and traffic characteristics of the flow table are limited 
in terms of flow table space and energy consumption in data centers. The OpenFlow switches 
usually use ternary content addressable memory (TCAM) devices for item storage,(6) yet the 
high cost and power consumption, along with the limited capacity, make the switch structure 
inflexible and inefficient, and it is prone to causing network delays and increasing hardware 
storage pressure. Meanwhile, the SDN architecture based on the OpenFlow protocol only 
supports the existing data forwarding rules. Therefore, new protocols cannot be added 
proactively as these protocols would make the OpenFlow protocol increasingly complicated 
because the device code is modified. To solve the problems above, the Open Networking 
Foundation (ONF) has proposed the protocol-independent forwarding (PIF) model(7) along with 
protocol-aware forwarding(8) and P4 technology,(9) which are applied to define the underlying 
original instruction set and to implement the packet handler. By using a uniform protocol-
independent instruction set, the protocols can achieve data plane matching forwarding without 
perception, which completely decouples the data plane and control plane, as well as support for 
any new network protocols. With the continuous expansion of the data center network and the 
diversification of service types, the longest matching algorithm based on IP address used in the 
traditional routing mechanism leads to the complexity of the forwarding unit and the expansion 
of the routing table. The network performance is degraded in addition to the serious consumption 
of the network bandwidth.(10)
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 To summarize, in this paper, we present a new solution based on the protocol-oblivious 
forwarding technique, termed source routing protocol-oblivious forwarding (SRPOF). The data 
plane forwarding device does not have any perception of the routing protocol and forwarding 
process owing to a more streamlined source routing mechanism. Allied with the unification of 
the source address instruction tag, the strategy can support any forwarding protocol and packet 
data format. Furthermore, the network behavior is completely defined by the control plane that 
can solve the scalability problems for data centers effectively. We apply the self-developed and 
programmable network switch for data plane forwarding. Moreover, the flow-table-independent 
packet forwarding operation is realized by identifying the address instruction set controlled by 
the source side so as to ensure the hardware forwarding rate and improve the flexibility of the 
identification and forwarding rules. 

2. Related Works

 The data center network (DCN) architecture connects computing and storage resources for 
providing data access capabilities to users in the form of services. With the rise of XaaS service 
providers and the continuous virtualization of data centers, data center networks are developing 
rapidly. Traditional TCP/IP-based network systems cannot meet the commands of rapid internet 
development owing to problems such as complex management and low utilization. Therefore, 
operation and maintenance teams of the network architecture have begun to study high-
performance and highly reliable network systems.(11) The introduction of SDN technology to 
build data center networks can effectively realize the automated management of programmable 
infrastructure.(12) The OpenFlow protocol, as its core technology,(13) separates the control plane 
and the data plane to achieve the flexible control of network traffic. However, its processing 
mechanism for storing and forwarding data information relies on the flow table. This approach 
is limited by the table flow space and energy consumption of the network switches. The 
scalability problems in the data plane are difficult to solve. In addition, the OpenFlow protocol 
cannot support the new protocols; thus, the only way to increase the support of the new protocol 
is to modify the switch hardware structure and device code, which makes the protocol 
increasingly complicated and limits the programmable features and flexibility in SDN 
architecture.(14) Huawei Company proposed a solution named protocol-oblivious forwarding 
(POF) technology, which is an improvement of the OpenFlow protocol to resolve the issues.(15–17) 
The data plane uses the triplet form such as {type, offset, length} to identify the protocol field, 
which does not need to grasp the format or content of the specific protocol. Meanwhile, complete 
decoupling between the control plane and the data plane is realized by using the unified protocol-
independent instruction set so that any new protocol can be supported without modifying the 
data plane.
 The source routing technology means that the network host adds routing information through 
the packet header to specify some or all of the forwarding devices that the data packet passes 
through, that is, the forwarding path is planned for it beforehand. There are many technological 
schemes of source routing based on the OpenFlow protocol.(18–20) The typical algorithm based 
on the source routing mechanism is the MPLS protocol.(21) Each MPLS label represents one-hop 
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routing information. However, the limiting factor is that the number of MPLS labels supported 
by the data plane is limited. Thus, it is not applicable or scalable in large-scale networks. In Ref. 
22, Ventre et al. adopted a mask that supports arbitrary bit lengths to implement field matching 
operations and Apple IPv6 fields to store per-hop routing information. However, the redundant 
field of the scheme increases the protocol length, that is, if the number of ports of a switch is 256, 
the 128-bit source IP address can only support 16-hop data forwarding operations. Thus, the 
network scalability problem is still difficult to solve. Sourcey,(23) as a typical source routing 
protocol in a data center network, provides topology discovery policies based on the network 
host. However, all hosts need to detect and master global network topology information. Such a 
solution causes a large number of redundant detection packets along with the serious reduction 
of network performance.

3. Routing Mechanism Based on POF in Data Center Networks

3.1 Data center network architecture based on POF

 The POF protocol implements data matching and corresponding operations through two 
parameters: offset and length. The content of the related protocol is written by the controller. 
Thus, the switch does not need to append any entries or searching cost. The protocol-independent 
data forwarding process can be completed by applying the unified instruction set. The specific 
POF-based data center network architecture is shown in Fig. 1. The switch can complete the data 

Fig. 1. POF forwarding model.
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processing procedure without interpreting the protocol content. That is, there is no need to 
upgrade the network switch or replace it with the new device when a new protocol is appended. 
The control plane controls the forwarding behavior of the network switch through the flow table 
of the extended OpenFlow protocol that expedites the network innovation proceedings.
 In the POF-based data center network architecture, the control plane mainly includes modules 
such as the MAC address learning, topology discovery, and communication engines; these 
modules are used to implement packet parsing and routing protocols. The processing of data 
packets includes the insertion, deletion, and modification of the bit string at a specific position of 
the message. Thus, the network forwarding device does not need to be aware of any knowledge 
related to a specific protocol; it only needs to perform a simple atomic operation function to 
efficiently perform stream instruction forwarding. All protocol-related processing flows are 
defined by the network controller. Users write a network algorithm to invoke the API provided 
by the POF network environment to obtain the network topology and data packets. The entire 
process has no further use for interaction with underlying concepts such as messages and flow 
tables.

3.2 Source routing and forwarding mechanism based on POF

 The fundamental cause of the complexity of the source routing technology based on 
OpenFlow is that it cannot support a custom network protocol. In this paper, a source routing 
scheme based on the POF mechanism (SRPOF) is proposed. The source control idea is applied to 
make the forwarding hardware device have no perception of the network protocol and the 
forwarding procedure. The network behavior is completely defined and supported by the control 
plane that can support an arbitrary forwarding protocol and packet data format. The specific 
forwarding process design is shown in Fig. 2. The switch pre-allocates a local serial value (port 

Fig. 2. (Color online) Source routing forwarding model.
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index, PI) for all its ports. Thus, the sequence formed by sequentially combining the local port 
numbers of the switches on the communication path forms a source address instruction set. The 
instruction set uses a relative address coding method.
 In the data forwarding procedure above, it is assumed that the communication path calculated 
from the end system A to D is A → E → F → G → H → D, and the output port numbers 
correspond sequentially to E: 3, F: 2, G: 3, H: 1. Thus, the sequence obtained by combining these 
port numbers sequentially is the source address instruction set from A to D, where the specific 
numerical list is 3231, and we named it Pathad. The above sequence can be expressed in binary 
code as {11, 10, 11, 1} and further integrated into {1110111}. This address instruction 
independently and completely identifies a communication path from A to D, and we regard 
Pathad as routing information from A to D. The number of address bits of each switch is 
configured in accordance with the number of local ports. The source routing and forwarding 
scheme based on the POF technology proposed in this paper is the packet switching process with 
the above source address instruction set as the data forwarding address. The protocol format of 
the source routing scheme studied in this paper and the existing source routing protocol are 
shown in Fig. 3.
 The data packets required for traditional source routing are shown in Fig. 3(a). The IPv4 
Options field contains five complete IP addresses on the communication path. Figure 3(b) shows 
the data packet of the component when using OpenFlow source routing. Host A writes all the 
routing ports in different bits of the source address of the IPv6 protocol, and each hop route on 
the planned path matches different bits in the field. As shown in Fig. 3(c), in the source routing 
scheme designed in this study, host A does not need any redundant protocols or fields. The 
forwarding device on the path only needs to read the current address component in accordance 
with the pre-assigned local port number and to perform matching and forwarding data packets in 
accordance with the source address instruction set. The POF-based source routing scheme can 
support the characteristics of any protocol and implement a simple source routing mechanism.

Fig. 3. Source routing packet with different formats.
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3.3 Design of POF switch

 To support the above source routing and forwarding strategy, we modify the hardware 
structure of the switch and append the parsing of the source address instruction set. The specific 
workflow is shown in Fig. 4. After receiving a new data packet, we first analyze the ethernet 
header and source address data in accordance with the source routing address parsing protocol. 
When sending data packets on the output port, the ethernet header is encapsulated in the data in 
accordance with the address resolution protocol.
 The above operation facilitates retaining the existing ethernet switches applied to the 
protocol-oblivious source routing and forwarding protocol. When a switch receives a data 
packet, it resolves first the packet header, which includes identifying the code of the frame 
preamble, and then the delimiter of the start and the end of the frame, and subsequently matches 
the MAC address of the destination node and packet type so as to transfer the data packet to the 
corresponding operation module. Considering these tasks, we design and implement the POF 
switch on the NetFPGA experimental platform, which can realize the data exchange function of 
four gigabit interfaces. The specific design of the hardware structure is shown in Fig. 5.
 When the physical network port receives the data packet, it first performs a packet header 
parsing operation to extract the current corresponding to the PI component in the switching 
device, then the scheduling mechanism implements switching array scheduling in accordance 
with the current PI component prompt. After processing is completed, data packets are 
respectively entered into the buffering queue (0–3) implemented by the on-chip broadcast 
recognition access method (BRAM).(24) BRAM is an access protocol designed for regulating 
internode communication in either a wired or wireless channel-based network system. Thus, the 

Fig. 4. Switch forwarding procedure. 
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switching device no longer uses static random access memory (SRAM) or off-chip dynamic 
random access memory (DRAM), effectively reducing the resource overhead of off-chip storage 
and the cost. 

4.	 Experiment	and	Verification

 We implement Mininet(25) to design and deploy a data center network architecture based on 
POF and source routing mechanisms. The network is deployed by using a POF controller(26) and 
a self-developed programmable POF switch. From the results of the experiment, we can mainly 
verify the following three points: (1) the proposed POF-based source routing scheme can 
effectively reduce the number of data plane flow entries; (2) the network redundancy for 
detecting the packet has been considerably decreased during the flow table update phase; (3) the 
resource consumption and manufacturing costs for switch hardware can be reduced significantly.

4.1	 Experimental	statistics	for	the	size	of	flow	table	

 In the test described in this section, we build the Fat-tree(27) network topology and implement 
the SRPOF. The script is coded for the network host to append the source routing protocol 
header to the data packet. We set k = 4 (pods) for counting the number of flow entries of each 
switch in each layer of the network. Meanwhile, we also compare the number of flow entries 
generated by paired unicast routing with OpenFlow v1.0 protocol.
 The number of required flow entries at each level is shown in Table 1. Table 1 shows that the 
SRPOF scheme can effectively reduce the number of flow entries. Consequently, the SRPOF 

Fig. 5. Design of POF switch.
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only needs to match the fields of the source address header, while the paired unicast protocol 
demands to match multiple protocol fields such as the source address, destination address, and 
MAC address.
 The SRPOF strategy proposed herein can effectively reduce the data processing time by 
simplifying the forwarding processing logic and the number of flow table entries. The data plane 
is satisfactory to complete the forwarding operation of the data packet through the unified 
source address instruction label, effectively simplifying the data processing logic and reducing 
the size of the flow table and thus further improving the network utilization efficiency.

4.2 Routing comparison

 In this section, we analyze the statistics of the number of probe packets consumed in different 
network sizes under the conditions of the same routing information and network topology. It is 
assumed that the data flows are transmitted through N network nodes.
 In the OpenFlow network environment, the number of signals required for the first OpenFlow 
switch is three during the routing procedure: a PACKET-IN routing request signal sent to the 
controller, a Modify State Message signal returned by the routing result, and a PACKET-OUT 
signal sent to itself to trigger the data transmission process. The other n − 1 forwarding devices 
each require one Modify State Message signal. Thus, the total number of probe packets required 
is n + 2. The number of switches is linearly proportional to the number of hops N on the 
communication path.
 In the SRPOF scheme, the data stream transmission routine is determined by the source 
instruction tag. The source routing address is obtained by the edge gateway which sends a 
PACKET-IN routing request to the controller and accepts the PACKET-OUT message. The 
intermediate node on the communication path can accomplish the forwarding procedure without 
adding a flow entry. Thus, the number of probe packets required is four. The specific trends for 
the number of probe packets when the number of network nodes changes in the two routing 
mechanisms are shown in Fig. 6. It can be seen from the figure that as the number of switches 
increases, the SRPOF scheme proposed in the paper generates far fewer probe packets than the 
OpenFlow protocol in the same environment. Meanwhile, the routing and flow table updating 
procedure has been significantly simplified. 

4.3 Switch performance test

 NetFPGA is a reconfigurable and low-cost hardware platform developed by Stanford 
University for network researchers. Researchers can apply the platform to build diverse network 

Table 1
Number of flow table items in each scheme.

SRPOF OpenFlow v1.0
Core 4 82
Aggregation 4 48
Edge 4 56
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prototypes and stable network test environments.(28) The core part of the NetFPGA hardware 
mainly consists of two FPGAs running synchronously at a clock frequency of 125 MHz, where 
one has a Virtex-II Pro series chip added as the main processing chip and the other has a Spartan 
II series XC2S200-FG456C chip. The onboard resources include the SRAM and a general-
purpose JTAG test port. In Ref. 29, Chu et al. proposed the implementation of OpenFlow 
switches on the NetFPGA platform, which utilizes two flow table memory structures including 
the accurate table lookup strategy based on SRAM and the TCAM-based wildcard table lookup. 
Meanwhile, NetFPGA developers have also devised two sets of hardware architecture solutions 
for gigabit Ethernet switches and IPv4 routers. In this section, we analyze the hardware resource 
consumption statistics of the designed POF switch, including the parameters Slices, LUTs, and 
BRAMs, and compare them with reference designs such as those of ethernet switches, IPV4 
routers, and OpenFlow switches. The specific hardware resource consumption results are shown 
in Table 2. The POF switch calculates the resources consumed by all modules, while for the 
other types of switches, only the resources consumed by the lookup module of the output port 
are considered.
 It can be concluded that the POF switch designed in this paper to support the source routing 
mechanism has no further need for off-chip storage SRAM, while the OpenFlow switch uses 
SRAM as the flow table memory and requires PCI bus support, whereby each new flow entry 
consumes at least 12 μs of processing time, severely hindering the rate of flow table updating. At 
the same time, the POF packet buffer is only 40 kB, which is realized by using an off-chip 
BRAM, which is different from the off-chip DRAM packet buffer used by OpenFlow switches. 
Finally, the consumption of hardware resources, such as LUT and DFF, is about 63% less than 
that of the OpenFlow switches.

Fig. 6. (Color online) Experimental results on the number of network signals.
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5. Conclusions

 We combined POF and source routing mechanism and proposed two key technologies applied 
in data center networks. Firstly, we put forward the SRPOF scheme based on simple instructions 
for data forwarding. It supports arbitrary forwarding protocols and data format through the 
unification of source address instruction labels, effectively reducing the redundancy of network 
probe packets and the size of flow entries. Secondly, we developed low-cost and scalable POF 
switches that can implement f low-table-independent packet forwarding operations and 
effectively improve the f lexibility of forwarding rules. Finally, a data center network 
environment was built on the Mininet platform for testing and comparing related technologies. 
The experimental results showed that the proposed solution can significantly improve the 
utilization of the data center network along with providing good flexibility and scalability. The 
future research contents and directions will be to explore how to optimize the network topology 
management mechanism and improve the performance of the POF controller.
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