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	 At present, sensors and big data create powerful systems capable of real-time monitoring and 
decision-making. The development of big data in all walks of life is very fast. Big data 
technology and applications are also gradually accepted by the public, and the data industry is 
gradually maturing and beginning to enter a rapid development stage. At the same time, the 
development of the Internet is making data analysis more accurate, and the combination of the 
two complements each other, contributing to the good development of big data. With the rapid 
development and wide application of machine learning technology, its application in all walks of 
life has become increasingly widespread. In this work, we collect the business data of campus 
restaurants in different time periods to ensure the breadth and depth of the data. The regression 
algorithm and decision tree algorithm in machine learning are used to integrate and analyze the 
collected data to reflect the demand tendency of the general public and also the relationship 
between cost and benefit. We analyze the catering needs of different consumer groups, develop 
big data applications with greater potential value, and seek long-term development for catering 
real economy enterprises. 

1.	 Introduction

	 Sensors are devices that detect and respond to various types of input from the physical 
environment. These inputs might be light, heat, motion, moisture, pressure, or any other physical 
quantity. Sensors convert these inputs into electronic signals that can be measured, monitored, 
and analyzed. In the context of modern technology, sensors are ubiquitous and found in 
everything from smartphones and cars to industrial machinery and smart campuses. Therefore, 
these various sensors generate huge amounts of structured/unstructured data.
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	 Big data refers to the vast volumes of data generated by people, devices, and systems every 
second. This data is characterized by its high volume, velocity, and variety, making traditional 
data processing software inadequate to handle it. Big data involves not just the collection of 
massive datasets but also their storage, management, and analysis to uncover patterns, trends, 
and associations, especially relating to human behavior and interactions.
	 When combined, sensors and big data create powerful systems capable of real-time 
monitoring and decision-making. Sensors generate a continuous stream of data, which, when 
processed through big data technologies, can provide valuable insights. For example, in 
healthcare, wearable sensors can monitor patient vitals and transmit this data for analysis, 
leading to the early detection of health issues. In smart cities, sensors on infrastructure can 
collect data on traffic, weather, and energy usage, which can then be analyzed to optimize city 
planning and resource allocation.
	 In the 21st century, the Internet has developed rapidly, the huge amount of data has also 
ushered in explosive growth, and the big data industry has also made a breakthrough. At present, 
the generation of big data in all walks of life is very fast. All countries are increasing support, 
and the scale of the global big data market maintains a high growth trend. Big data technology 
and applications are also gradually accepted by the public, and the data industry is gradually 
maturing and beginning to enter a rapid development stage.(1,2) At the same time, the 
development of the Internet makes data analysis more accurate, and the combination of the two 
complements each other, contributing to the good development of big data.
	 Catering profit benefit is the key to the development of enterprises. In the actual operation 
process, owing to the impact of cost, epidemic prevention and control, store address, and other 
factors, the profit and benefit of enterprises differ considerably, and the business data obtained 
will appear complex and chaotic, which cannot accurately reflect the operation of enterprises. In 
addition, the amount of data obtained from the operation of catering enterprises is relatively 
large, reaching the level of big data. Therefore, it is difficult to process and apply these data, 
which has become one of the important factors to judge whether the operation of catering 
enterprises is healthy. How to accurately fit the relevant cost data, obtain the trace of future 
operating benefits, and make adjustments to obtain the maximum economic benefits are some of 
the urgent problems in the catering industry.
	 With the rapid development and wide application of machine learning technology, its 
application in all walks of life has become increasingly widespread.(3,4) In the field of campus 
catering, the application of machine learning is also gradually rising, which is of great 
significance for providing healthy and delicious catering services.(5) Campus catering is an 
essential part of college students’ daily life. However, the management of campus catering is 
facing a series of challenges, such as food safety management, supply chain management, and 
nutritional balance.(6) These problems have a direct impact on students’ dietary experience.
	 The traditional way of food and beverage management is often faced with the problem of a 
large amount of data accumulation but insufficient utilization,(7) which cannot fully explore 
valuable information in the data. However, using machine learning technology to analyze and 
mine campus catering data can help decision makers understand students’ dietary preferences 
and needs more accurately, and improve the quality and efficiency of catering services.(8)
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	 The purpose of this study is to conduct in-depth analysis and content visualization of campus 
catering data using machine learning technology and provide reference information on food 
supply, consumption trends, and student needs for campus catering managers.(9) By fully tapping 
the potential value of campus catering data, we can improve and optimize campus catering 
services and enhance students’ catering experience.

2.	 Data Source Analysis and Data Preprocessing

	 With the increase in campus population and economic advancement, the campus catering 
industry has become a very important and prosperous industry in colleges and universities. At 
the same time, with the progress of science and technology, the data age has come, and a large 
number of data mining, analysis, and modeling needs also follow. Therefore, for the campus 
catering industry, how to use valuable data resources to achieve better management and 
operation has become one of the concerns of relevant managers and researchers. Combined with 
the current situation of campus catering, in this study, we analyze the data sources of campus 
catering.
	 The catering industry is a growing industry, attracting more and more consumers with its 
diversified food, high-quality service, and pleasant dining atmosphere. However, in this 
industry, the data represented by catering data are generated very rapidly, including order 
information, restaurant ratings, and sales. These data are very important for catering enterprises, 
because they can help catering enterprises understand the needs and behaviors of consumers and 
provide them with better services and products. However, these data often have many errors and 
inconsistencies, which require catering data preprocessing.

2.1	 Outlier detection

	 Outlier detection among restaurant operation data and questionnaire data can improve the 
quality of data.(10) The operational data are all continuous data, and the data content is provided 
by the restaurant. Thus, missing values may occur. We can use the drop function in the data 
frame to delete missing data rows. Through analysis, we found that there are four pieces of 
missing values in the operation data, and they were deleted, as shown in Table 1. 

2.2	 Feature selection and eigenvalue mapping

	 For the questionnaire data, because the data is collected by a specific program, there is no 
missing value, but among the many attributes, we need to select the attribute that is most in line 

Table 1
Abnormal data.

Material_cost Sales Labor_cost Rental_cost Other_cost Profit
Beef 2877.67 198 111.1 30 1815.01
Mutton 726.59 2860.30 198 111.1 30
Carp 732.86 2974.35 111.1 30 1902.39
Black fish 756.89 198 111.1 30 2028.76
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with the analysis requirements. By observing the original questionnaire data, we found that 
some attributes have little effect on “whether to choose light food”, while too much useless data 
will have a certain impact on the prediction performance of the decision tree. To obtain more 
accurate prediction performance, some attributes need to be manually deleted from the 
questionnaire data.
	 Through filtering, we select the following attributes as the training and testing data of the 
decision tree, and store the filtered and mapped questionnaire data in the treeexec.csv file, which 
contains 3297 pieces of data. Owing to space constraints, Tables 2 and 3 only show the first 10 
pieces of data. 

3.	 Machine Learning Algorithms

3.1	 Linear regression 

	 Linear regression is a machine learning algorithm widely used in prediction and analysis and 
is widely used in many industries and fields.(11–13) The goal of the algorithm is to predict the 
expected results (dependent variables) of the input from one or more features (independent 

Table 2
Filtered and mapped questionnaire data.

Living_expenses_
situation

Average_
monthly_

consumption

Dining_in_the_
school

Ideal_cost_per_
meal

Thoughts_on_
living_expenses

Most_important_
factor_in_

catering_industry
over 2000 1500 to 2000 300 to 600 11 to 15 mtn ch
1500 to 2000 over 2000 600 to 1000 11 to 15 je ch
over 2000 over 2000 over 1000 11 to 15 je ch
600 to 1000 600 to 1000 600 to 1000 6 to 10 ne ch
1500 to 2000 1000 to 1500 600 to 1000 11 to 15 mtn ch
1500 to 2000 1000 to 1500 300 to 600 11 to 15 mtn ch
over 2000 over 2000 over 1000 over 20 je ch
1500 to 2000 1500 to 2000 below300 11 to 15 je ch
1500 to 2000 1000 to 1500 600 to 1000 15 to 20 mtn ch
1500 to 2000 1500 to 2000 over 1000 11 to 15 je ch

Table 3
Filtered and mapped questionnaire data.

Dining_options Understanding_light_
eating_doctrine

Reasons_for_
choosing_light_meals Food_culture Choose_light_food

safety understand slimming both TRUE
safety common nutrition both FALSE
taste common slimming both FALSE
taste not understand delicious both TRUE
taste not understand slimming carnivorism TRUE
taste common slimming both TRUE
safety understand nutrition carnivorism TRUE
safety common slimming carnivorism TRUE
safety common slimming carnivorism TRUE
safety common slimming both FALSE



Sensors and Materials, Vol. 36, No. 6 (2024)	 2633

variables) by finding the best fitting linear equation. The least squares method is the core of the 
linear regression algorithm. It predicts by finding a line that is best suitable for all existing data. 
The specific method is to convert the target variable and independent variable of linear 
regression, and then use the known data to solve the linear equations to obtain the best fitting 
curve, so as to achieve the optimization goal of “minimizing the sum of squares of residuals”.
	 In machine learning, cost function refers to the difference between the predicted value and 
the actual value of the model, which is one of the indicators to evaluate the performance of the 
model. Among them, the gradient descent algorithm is a cost-function-based algorithm and is 
mainly used to update the weight parameters of the model to minimize the cost function.(14) 
Specifically, the cost function is expressed by a mathematical formula, which is the sum of 
squares of the differences between all the predicted values and the actual values divided by the 
number of samples, and is widely used in linear regression and other tasks. In the gradient 
descent algorithm, we need to select an appropriate learning rate to find the minimum value of 
the cost function through iteration. The steps of the gradient descent algorithm include (1) 
initializing parameters, (2) solving the partial derivative of the cost function, (3) updating the 
parameters to make the cost function as small as possible, and (4) repeating the above steps until 
the value of the cost function does not decrease or reaches the predetermined number of 
iterations.
	 The known set of data is described as
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where θ0 is the intercept, θ1, θ2, ..., θn is the weight, and ε is the amount of error random variable. 
In addition, ε is a normal distribution, N (0, σ²). Equation (1) represents a theoretical regression 
model for which there are two main assumptions. Firstly, dependent variable y and independent 
variable x have a linear relationship among the dependent variables. Secondly, the value of the 
independent variable x is fixed and nonrandom in repeated sampling.
	 Under the above two assumptions, any given value corresponds to the distribution

	 ( )( ) ( ) ( ) ( )
0 1 21 2 ...i ii i

n nf x x x xθ θ θ θ= + + + ,	 (2)

where f(x(i)) represents a line/plane/hyperplane, but since a single data point is extracted from 
the distribution of Y, it is impossible to be on this line/plane/hyperplane, hence it must contain an 
error term ε. We hope that the smaller error term ε of σ², the better. The observed value of y is to 
the line/plane/hyperplane described by f(x(i)). Thus, the problem is to find a minimal line/plane/
hyperplane σ², that is, to solve the intercept and weight of f(x(i)). In machine learning, intercept 
and coefficient are usually solved using the loss function and gradient descent method.
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	 We use the mean square error (MSE) to construct the loss function J(θ).
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Here, the multiplication 1/2m is for the derivative. According to the convex optimization 
principle, this is a quadratic function, namely, the convex function, which exists as a minimum 
value. 
	 To find the best-fitting line/plane/hyperplane, we use the gradient descent method to find the 
optimal solution along the fastest direction through continuous iteration. The partial derivatives 
of each independent variable are to find the direction with the largest slope to change the 
function. That is the gradient. We can change the values of x along the opposite direction of the 
gradient to advance to the minimum point. After a certain number of iterations, the minimum 
point can be approximately found in the function.
	 The partial derivative of the loss function is
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	 According to the partial derivative, the minimum value can be approached gradually by 
iteration, and the iteration formula is
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	 J'(θ) means the loss function of the previous iteration. This loop would be terminated when 
the loss difference between the previous and current iterations is less than the threshold T or the 
iterations is to the maximum number of iterations. α represents the learning rate. The iterative 
visualization process is shown in Fig. 1, where the specific 0{ }  n

p pθ =  calculation process is
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	 To investigate the effect of the fitted discrimination function and to judge the fit of the 
training data and the prediction accuracy of the test data, the following root mean square error 
(RMSE) and R2 are two measurementsare two measurements to investigate the effect of the 
fitted discrimination function and to judge the fit of the training data and the prediction accuracy 
of the test data.
	 The RMSE is the difference between the prediction and the actual results. If the RMSE is 
smaller, the error between the predicted value and the true value is smaller. The calculation 
formula is 
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where m is the total number of test samples.
	 R2 describes the fitting degree of the regression line to the observed data. The range of R2 
values is [0,1]. The closer R2 is to 1, the greater the proportion of the sum of squares in the total 
sum of squares, the closer the regression line is to each observation point, and the better the 
fitting degree of the regression line is.
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Fig. 1.	 (Color online) Iteration process.
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3.2	 Decision tree

	 A decision tree is a classification model that sequentially evaluates the features of samples to 
determine the category of the samples.(15,16) It selects the optimal feature on the training sample 
set to split the original sample set for achieving the best information gain (minimizing the loss 
function). This process is repeated on the newly generated subsets of samples until all training 
samples are essentially correctly classified or there are no suitable features left. The entire 
process can be visualized as a tree structure, with leaf nodes storing well-classified sample sets 
and branch nodes storing partition conditions based on features.
	 In the ID3 algorithm for decision trees, information gain is used to select the best feature for 
data set partitioning.(17,18) Information gain is calculated on the basis of entropy. Entropy is 
determined by the distribution of each category in the data set.(19,20) In the decision tree 
construction process, a lower entropy is preferred as it indicates a higher dataset purity. 
Information gain quantifies the change in entropy after partitioning the data set with a specific 
feature.
	 Information entropy is a measure of the overall uncertainty of the source.(21) It is based on the 
category of samples in sample set S, such as y1, y2, ..., yk. The probability calculation and 
representation of each type of sample on S can be expressed as P(y1), P(y2), ..., P(yk). The 
information entropy is defined as 
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( ) ( )
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k k
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where P(yj) is actually the proportion of samples with category Yi in S. The smaller the value of 
the information entropy, the smaller the uncertainty and the higher the certainty.
	 On this basis, the information gain, as a measure of the difference between the two 
information quantities, further considers the structure of the samples in sample set S, including 
the categories and attributes of the samples. Different subsets can be divided by different values 
of attributes. Under this structure, we can calculate the weighted information entropy of sample 

set S divided by the different values of attribute Xi: ( ) ( )
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= − = − ×∑ , that is, the information gain is equal to the 

difference between the information entropy and weighted information entropy. The greater the 
value, the higher the certainty of the information.
	 Finally, the decision tree can be constructed step by step by selecting conditional attributes 
for expansion based on the principle of maximum information gain. Suppose S = {s1, s2, ..., sn} is 
the entire sample set, X = {x1, x2, ..., xm} is the entire attribute set, and Y = {y1, y2, ..., yk} is the 
sample category; this summarizes the complete process of the ID3 algorithm.
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4.	 Model Construction and Prediction 

	 The linear regression and decision tree are constructed and applied on the campus catering 
data. The linear regression is used to analyze the transaction data of the restaurant and to predict 
profits under different operating costs. In addition, the ID3 decision tree is used to analyze the 
characteristics of consumers who chose the diet food.

4.1	 Linear regression for profit

	 The dataset contains two independent variables, cost and sales. The bivariate linear regression 
is used to predict the profit value. In addition, each index of the regression model is also 
calculated for analysis and discussion.The linear function of independent and dependent 
variables is assumed to be

	 ( )( ) ( ) ( )
3 3,0 3,1 3,21 2

i iif x x xθ θ θ= + + ,	 (12)

where x1
(i)  and x2
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show the offset and weights. The loss function J3 is set to
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	 We conduct the partial derivative of J3(θ3) for θ3,0, θ3,1, and θ3,2. Next, the gradient descent 
method is iteratively used to find the minimum. The iterative formula is 
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until (J3(θ3) − J'3(θ3) < T or IterNum > MaxIter).
	 Here, J'3(θ3) shows the loss in the previous iteration. When the current iteration loss is less 
than the previous loss under the threshold T = 10−12 or the iterations are larger than 10−10, the 
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iterative process is stopped. α = 0.01 shows the learning rate.
	 For evaluating the fitness of this regression model, the RMSE and R2 index are
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	 In the physical case, RMSE3 = 3.466 and R2
3 = 0.99. The fitting plane, shown in Fig. 2, can be 

used to predict the profit under various operation combinations. In Fig. 3, the residuals of 
variables show the confidence of this regression process.

4.2	 Decision tree for consumer characteristics

	 Each data sample contains 10 characteristics of a consumer, namely, living expenses, average 
monthly consumption, school meals, ideal cost of each meal, views on living expenses, most 
important factors in the catering industry, dining choices, understanding the concept of light 
food, reasons for choosing light food, and food culture. Each sample also corresponds to a 
classification result, that is, whether the consumer is consuming at the merchant, which is a true 
or false value.
	 Suppose the initial sample set is s, the initial attribute set is X = {x1, x2, ..., x10}, and the 
sample category set is Y = {y1, y2}. To generate each node of the decision tree, we need to select 
the partition attribute x1 that can obtain the maximum information gain, even if the weighted 

Fig. 2.	 (Color online) Fitting plane.
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information entropy of sample set s under different values of attribute x1 is the smallest. We set 
the initial partition attribute as x8 and calculate the weighted information entropy of sample set s 
divided by x8. Then, as shown in the formula, we continue to calculate the information entropy 
divided by other attributes and compare their sizes. Finally, the attribute with minimum 
conditional entropy is selected as the key feature.
	 According to the comparison, the key feature (minimum conditional entropy) is x8. The 
attribute x8 is used to split the original sample set into multiple sample subsets. Then, similar 
steps as those above would be repeated on the sample subsets until the generated decision tree 

Fig. 3.	 (Color online) Residuals of variables.

Fig. 4.	 (Color online) Decision tree visualization.
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meets the requirements or there are no available attributes to divide. Figure 4 shows the final 
decision tree of this study. This decision tree can assist the decision making to maximize the 
profit. To evaluate the confidence of the model, the confusion matrix is calculated, as shown in 
Fig. 5.

5.	 Conclusion

	 The analysis of campus catering data using machine learning provides a valuable technical 
way of gaining a deeper understanding of the operation mode of campus catering and the 
consumption behavior of students. Such analysis starts with data preprocessing, including data 
cleaning to remove noise and outliers, and processing of missing data. These steps ensure that 
the data used are of good quality and provide a reliable basis for subsequent analysis.
	 On the basis of this derived intelligence, we can build and train a variety of machine learning 
models, including linear regression, decision tree, and random forest. These models can reflect 
students’ consumption behavior and catering demand patterns to various degrees. After the 
model training and prediction, we can not only understand the behavior pattern of campus 
catering, but also predict future consumption behavior. This enables the school to better manage 
catering services, such as reasonable human resource allocation, reasonable food procurement, 
and inventory management.
	 Finally, the results show that the application of machine learning improves the efficiency of 
campus catering management and makes the use of resources more reasonable. However, at the 
same time, we should also be clear that any model is a simplification of reality and cannot 
predict all situations 100% accurately. Therefore, in practical application, we should use it 
flexibly and adjust it in accordance with the actual situation.
	 The analysis of campus catering data based on machine learning reveals various patterns of 
students’ consumption behavior and catering services. It may also be used as a tool to provide 
more accurate and personalized catering services and improve the quality of students’ campus 
life in the future.

Fig. 5.	 (Color online) Confusion matrix.
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