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 The advent of deep learning has propelled significant advancements in object detection, 
thereby enhancing the intelligence of underwater autonomous driving systems. In this paper, we 
explore the cutting-edge applications of autonomous driving technology in the field of 
underwater exploration, addressing the pivotal role of target detection in navigating and 
executing tasks within challenging marine environments. In this study, the object detection 
capability of such systems is enhanced by integrating deep learning and multisensor fusion 
technology, especially by combining high-precision sensor data with multitask learning models 
to achieve efficient and robust detection. Our study has three principal contributions. First, we 
introduce a novel light perception detection system that combines monocular camera technology 
with 4D radar. It enriches environmental perception by weaving in radar signals and significantly 
enhances the accuracy and stability of target detection. Second, we have developed a dual-modal 
detection framework, named Radar-Picture Detection, which utilizes a parallel sequence 
prediction method. This approach prioritizes radar signal processing, aiding in the improvement 
of target detection accuracy in intricate underwater environments. Third, we conducted a 
comprehensive evaluation of our model’s performance using the FloW Dataset, which is 
specifically curated for identifying floating waste in inland waters through unmanned vessel 
footage. We not only propel forward the field of target detection for underwater autonomous 
systems but also establish new avenues and a solid foundation for deploying deep learning and 
multisensor fusion technology in marine environmental perception. Insights and methodologies 
from this study are poised to spearhead further developments in autonomous marine exploration, 
enhancing safety, efficiency, and our understanding of underwater environments.

1. Introduction

 With the rapid advancement of autonomous driving technology, underwater autonomous 
driving systems(1) are playing an increasingly vital role in enhancing the efficiency and safety of 
ocean exploration. Specifically, object detection technology is crucial for achieving high-
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precision underwater navigation and task execution. In recent years, significant progress has 
been made in the field of object detection through deep learning, substantially advancing the 
intelligence of autonomous driving systems. However, the unique challenges of the underwater 
environment, such as light attenuation, underwater clutter, limited visibility, and complex and 
variable marine weather conditions, including strong winds, huge waves, and storms, pose 
unprecedented challenges to the perception capabilities of underwater autonomous driving 
systems. Addressing these challenges, in this study, we aim to enhance the object detection 
capabilities of underwater autonomous driving systems through deep learning and multisensor 
fusion techniques.(2) Given the unstable performance of visual models under adverse conditions 
and the benefits of multitask learning in improving system performance, we believe that 
integrating high-precision sensor information with multitask learning models is key to achieving 
efficient and robust underwater object detection.
 We used the FloW Dataset in the experiment, which is uniquely curated for identifying 
floating waste in inland waters and serves as a pioneering resource for developing methodologies 
to detect and mitigate floating waste effectively.  It offers a comprehensive compilation of 2000 
images, synchronized radar point cloud data, and inertial measurement unit (IMU) attitude 
information, making it an invaluable asset for enhancing the detection of small targets under 
varied environmental conditions.
 The main contributions of this study are as follows: (1) We have proposed an innovative light 
perception detection system based on the fusion of monocular cameras and a 4D radar. This 
system not only overcomes the limitations of single visual models in complex underwater 
environments, but also, by integrating radar signals, provides environmental information, 
significantly improving the accuracy and robustness of object detection. (2) We have developed a 
dual-modal detection framework based on transformers, named Radar-Picture Detection, which 
employs a parallel sequence prediction method to prioritize the processing of targets in radar 
signals, thereby achieving more accurate object detection in complex underwater environments. 
(3) We have conducted extensive experiments on the FloW-Dataset, comparing our method with 
several advanced object detection methods, and the results validate the effectiveness and 
superiority of our approach.
 Through the application of these innovative technologies, we not only advance research in the 
field of object detection for underwater autonomous driving systems but also provide new 
directions and practical foundations for the application of deep learning and multisensor fusion 
technology in underwater environmental perception.

2. Related Work

2.1 Object detection in deep learning

 The application of deep learning in maritime complex environment search and rescue 
operations, particularly in the field of target detection for autonomous ships(3) and unmanned 
surface vehicles (USVs),(4) has seen notable advances in recent years. The development of 
technology has primarily focused on enhancing the accuracy, speed, and robustness of target 
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detection to address the variability and uncertainty of maritime environments. Against this 
backdrop, YOLO (You Only Look Once) v5, convolutional neural networks (CNNs), and 
Transformer technologies have played pivotal roles in autonomous driving systems(5) for 
maritime search and rescue tasks.
 The YOLO series, a landmark in the field of target detection, with its latest iteration, 
YOLOv5, stands out for its exceptional speed and accuracy in complex maritime rescue 
operations. YOLOv5 enhances target detection efficiency and performance through 
improvements in network architecture, training methods, and anchor mechanisms. In maritime 
environments, YOLOv5 can swiftly identify and locate potential rescue targets such as ships, 
personnel, and floating objects, maintaining high recognition accuracy even under dim lighting 
or poor visibility conditions. This feature makes it a preferred technology for autonomous 
driving systems in maritime search and rescue tasks. CNNs represent one of the most 
fundamental and widely applied technologies in deep learning, especially in image recognition 
and processing. In maritime search and rescue autonomous driving systems, CNNs are utilized 
to extract complex features from marine environments, such as sea waves and surface 
reflections.(6) Through their deep network structures, CNNs automatically learn hierarchical 
features from images, facilitating efficient target detection and classification. This is crucial for 
distinguishing rescue targets from natural marine features, thereby enhancing the accuracy and 
efficiency of search and rescue operations. Initially proposed and applied in the field of natural 
language processing (NLP), Transformer models and their variants have been successfully 
adapted for image recognition and target detection tasks, such as vision transformer (ViT).(7) 
Compared with traditional CNNs, Transformers are better suited to handle sequential data and 
provide global contextual information, which is particularly important for target detection tasks 
in complex maritime scenes. Within maritime search and rescue autonomous driving systems, 
Transformers can assist models in capturing long-distance dependences(8) in sea surface images, 
allowing for the more accurate identification and location of small targets at a distance or targets 
within complex backgrounds.
 In practice, combining YOLOv5, CNNs, and Transformers can further improve target 
detection performance in complex maritime environments. For example, CNNs can be used for 
feature extraction, YOLOv5 for rapid target detection, and Transformers for recognizing and 
classifying targets in complex scenes. This multimodal fusion approach fully leverages the 
strengths of each model, enhancing the overall performance of maritime search and rescue 
autonomous driving systems. With the continuous development and optimization of deep 
learning technology, future autonomous driving systems for complex maritime environment 
search and rescue operations will become more intelligent, efficient, and accurate, effectively 
increasing the success rate and safety of search and rescue missions.

2.2 Light Detection and Ranging (LiDAR)-camera 3D detection

 In the context of deep learning and autonomous driving technologies, especially in addressing 
complex maritime search and rescue operations, the fusion technology of LiDAR(9) and camera 
for 3D perception(10) has achieved significant advancements in recent years. This technology 
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combines the high-precision distance measurement capabilities of LiDAR with the rich color and 
texture information provided by cameras, offering a more comprehensive and precise 
environmental perception capability for autonomous driving systems. Notably, the evolution of 
deep learning has markedly enhanced the accuracy of target detection, classification, and 
tracking through multimodal fusion techniques,(11) particularly the integration of LiDAR and 
camera data. Researchers have developed various methods to integrate these two types of data, 
including early fusion, late fusion, and feature-based fusion. Early fusion typically combines 
different data sources at the initial stage of sensor data processing, whereas late fusion combines 
the independently processed results at the decision-making level. Feature-based fusion focuses 
on how to effectively integrate features from different sensors within deep learning models.
 Furthermore, in the case of enhancing real-time processing capabilities to meet the immediate 
needs of maritime search and rescue operations, researchers are dedicated to accelerating the 
processing of LiDAR and camera data fusion. By optimizing deep learning models and 
algorithms, such as employing more efficient CNN architectures and computation acceleration 
technologies, complex multimodal data can now be processed more rapidly, achieving real-time 
or near-real-time target detection and tracking.
 Concurrently, the development of end-to-end learning models has attracted significant 
attention in the LiDAR-camera fusion domain in recent years. Such models learn the mapping 
required for executing specific tasks (e.g., target detection or semantic segmentation) directly 
from the raw LiDAR point clouds and image data, eliminating the need for manually designed 
feature extraction steps. This approach enhances the generalization capability of the model and 
simplifies the training process.
 Lastly, in terms of enhancing environmental understanding capabilities, deep learning 
models, through the fusion technology of LiDAR and cameras, are not only capable of detecting 
and recognizing specific objects but also understanding the 3D structure of the entire marine 
environment. This is crucial for autonomous navigation, obstacle avoidance, and executing 
complex search and rescue operations. Models are now capable of distinguishing between the 
sea surface, ships, buoys, and other potential rescue targets, even maintaining high accuracy 
under complex sea conditions and adverse lighting.
 Despite significant progress, the fusion of LiDAR and cameras in complex maritime search 
and rescue environments still faces challenges, including how to effectively process a large 
volume of multimodal data, enhance robustness in extreme weather conditions, and optimize 
resource consumption. Future research may focus on developing more advanced fusion 
algorithms, improving system reliability and adaptability.

3. Methods

3.1 System overview

 In this section, we outline the system architecture comprehensively, covering data collection 
operations and model implementation details. Figure 1 illustrates a conceptual narrative diagram 
of the system. The system is equipped with a single-chip 77 GHz 4D millimeter-wave radar, 
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featuring a three-transmitting (TX) and four-receiving (RX) antenna array, supporting a 
maximum bandwidth of 4 GHz. It directly generates a 4D radar point cloud and transmits data 
through the Ethernet port. Additionally, the system integrates a camera with a 12 Hz capture 
frequency and automatic exposure. The camera’s native resolution is 1600 × 1200, with an option 
to crop to a 1600 × 900 ROI to reduce processing time and bandwidth. Subsequently, the robot 
uploads captured images and radar data to the cloud, enabling remote professionals to access 
high-quality data for further processing in real time, regardless of their geographical location.
 Moving forward, we explore the neural network employed for object detection. By utilizing 
radar and imagery data from the cloud as inputs, we fuse information from both sensors to 
classify and localize objects within the 2D bounding box.

3.2 Radar-Picture Detection

 We employ a dual-backbone structure for Radar-Picture Detection to capture both visual 
images and radar features. Adverse weather conditions such as rain or fog may invalidate 
collected images, necessitating the involvement of the radar in the sensing process. Since the 
radar cannot directly conduct visual detection, we convert the 3D radar coordinate system into a 
2D camera image. An encoder tailored for radar target detection must efficiently extract visual 
features from each instance in a radar 2D image. Traditional convolutional methods are 
unsuitable for this task owing to the sparse and small size of radar point clouds, leading to 
numerous ineffective operations. To mitigate this issue, we incorporate LinkedFormer from the 
Achelous framework, aiding in capturing point cloud features while minimizing feature loss.(12) 

Fig. 1. (Color online) Overall structure of the system. Initially, both cameras and radar devices collect information. 
Subsequently, the collected data is uploaded to the cloud storage. Finally, the computer retrieves the information 
from the cloud storage for further processing.
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Although both single-stage and two-stage detectors have demonstrated remarkable performance 
in recent years, the latter, involving box generation and classification stages, requires more 
computational resources and time. Therefore, we select the YOLOv5 framework for target 
detection, utilizing its backbone to extract image features (see Sect. 3.3 for detailed information).
 The Radar-Picture Detection system processes a sequence of pictures X = {xi}i=1 (xi ∈ RH×W×C)
and radar queries R = {ri}i=1, where ri corresponds to the i radar picture. An image encoder 
generates a feature map fx ∈ RH×W×C for the input detection image, whereas a radar encoder 
produces a radar embedding vector RE V

xf R ×∈  for the radar data. The shared dimension E is 
obtained through the linear projection of image and radar features. Subsequently, multimodal 
sequences S are created by flattening the features of each image and concatenating them with 
radar embeddings, resulting in sequences with a shape of (H × W + E) × V. Finally, the 
multimodal sequence and a set of Mp instance sequences are transmitted to the Transformer in 
parallel. The Transformer architecture chosen is based on the design used in DETR.(13)

 The diagram representing our decoder process is depicted in Fig. 2. Initially, the updated 
multimodal sequence FU is generated by the final Transformer encoder layer. FU is then 
extracted and reshaped in both the radar and picture-related components. Subsequently, the 
output 1, ., 1n

LF … −
 from the first n − 1 layers of the image encoder is obtained. This 1, ., 1n

LF … −  is 
hierarchically fused with FU through a picture decoder Ddet similar to Feature Pyramid 
Networks. Throughout the fusion process, the model produces semantically rich image feature 
maps, denoted as Fdet in Eq. (1).

 { } 4 4
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,
H WVi i

det det deti
F f f R

× ×

=
= ∈  (1)

3.3 YOLOv5-based detectors

 YOLOv5, introduced in 2020, represents a breakthrough in single-stage object detection. 
Diverging from its predecessors, YOLOv5 integrates a plethora of novel design and optimization 
strategies tailored to enhance detection accuracy and efficiency. Its hallmark attributes 
encompass efficiency, accuracy, and user-friendliness. The architecture of the YOLOv5 target 
detector is composed of a backbone network and a detection head. To enrich the input data, 
YOLOv5 employs Mosaic data enhancement, randomly selecting coordinates (x, y) for picture 
splicing and resizing four pictures accordingly, which are subsequently positioned within a 
larger image. This augmentation not only enriches the dataset but also bolsters model robustness 
and improves small object detection by introducing various small objects and semantic 
information. During training, YOLOv5 utilizes adaptive anchor box calculation functions to 
dynamically adjust anchors on the basis of different datasets. The Focus module in YOLOv5 
slices the input image before it enters the Backbone, resulting in four complementary images 
with concentrated width and height information in the channel space. By quadrupling the input 
channels, this process significantly enhances computational efficiency without compromising 
information integrity. YOLOv5 adopts CSPDarknet53 as its backbone network, a modified 
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version of Darknet53 featuring Cross Stage Partial connections to facilitate efficient feature 
fusion and parameter reduction. The detection head of YOLOv5 consists of convolutional layers 
and activation functions tasked with generating prediction boxes and category confidence 
scores. In contrast to the traditional YOLO series, YOLOv5 employs a single-scale prediction 
strategy, boosting both accuracy and speed by performing target detection on different scales. 
Additionally, YOLOv5 introduces a novel loss function that leverages information from 
multiscale target detection to further enhance performance. Demonstrating significant 
advancements in both accuracy and speed, YOLOv5 has emerged as a premier solution in target 
detection. With its lightweight network structure and concise code implementation, YOLOv5 is 
well suited for deployment in resource-constrained environments, such as mobile devices. 
Furthermore, it offers pretrained models and clear code implementation, streamlining rapid 
application and customized development for researchers and developers.

Fig. 2. (Color online) Detailed overview of Radar-Picture Detection.
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4. Experiments and Discussion

4.1 Dataset

 In our study, we evaluated the performance of our Radar-Picture Detection model using the 
FloW Dataset, gathered in a real urban environment. Curated by Ouka Smart Hublot, the FloW 
Dataset is the first of its kind dedicated to detecting floating waste in inland waters. This dataset 
demonstrates the identification of floating waste captured through unmanned vessel footage in 
authentic river settings, pioneering effective methodologies for detecting and mitigating floating 
waste in inland waters. The dataset comprises 2000 images with a resolution of 1280 × 720, 
along with synchronized radar point cloud information acquired under varying lighting and 
wave conditions. Additionally, an IMU records attitude information at a frequency of 10 Hz, 
while the millimeter-wave radar operates at 77 GHz using Frequency Modulated Continuous 
Wave radar technology. To ensure data synchronization, readings from different sensors are 
temporally aligned. Notably, the dataset includes 5271 labeled instances of floating garbage 
objects, with more than half measuring smaller than 32 × 32 pixels. Consequently, it serves as a 
valuable resource for studies focusing on the detection of small targets. Exemplary images from 
this dataset are provided in Fig. 3.

Fig. 3. (Color online) Exemplary images of the FloW Dataset.
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4.2 Experimental details

 We randomly divided the data samples into training, testing, and validation sets in an 8:1:1 
ratio. The experiments were conducted on a PC running Windows 10 equipped with an Intel i9-
11900F CPU, GeForce RTX3080 GPU, 10 GB of video memory, and 32 GB of RAM, as outlined 
in Table 1. To enhance dataset diversity, we applied multiscale data augmentation techniques, 
including image resizing, translation, color adjustment, and horizontal f lipping. These 
augmentation strategies effectively improve the generalization capabilities of the neural network 
model. Throughout training, we utilized CUDA 11.3 and PyTorch 1.12 deep learning frameworks. 
The input image size was set to 640 × 640, the initial learning rate was 0.1, the batch size was 4, 
the number of epochs was 100, and the momentum of the SGD optimizer was set to 0.937. To 
expedite training, we employed the pretrained CSPDarknet53 model on the COCO dataset as the 
fusion branch of the image backbone.

4.3 Evaluation parameters

 In this experiment, we conducted a comprehensive comparison of the proposed models while 
ensuring the consistency of the experimental environment. Our aim is to evaluate the model’s 
impact on detection accuracy, for which we chose Mean Average Precision (mAP) and Recall as 
the primary evaluation metrics.
 To assess the model’s prediction performance thoroughly, we employed bounding box 
average precision  across various Intersection over Union (IoU) thresholds. A higher average 
precision (AP) value for each category indicates a higher bounding box prediction accuracy and 
fewer missed detections. mAP is used to evaluate model accuracy by averaging precision values 
for each category. True positive (TP) prediction boxes, which exhibit an overlap with ground 
truth objects exceeding the IoU threshold, are considered, while false positive (FP) objects with 
less than the IoU threshold overlap with ground truth objects. Missed objects are classified as 
false negatives (FNs). The definitions of precision (P) and recall (R) are provided below.

Table 1
Experimental setup composition.
Composition Specifications
Operating system Windows 10
CPU Intel i9-11900F
GPU GeForce RTX3080
Video Graphics Memory 10 GB
Memory 32 GB
Computing Architecture CUDA11.3
Deep Learning Framework PyTorch1.12
Input Size 640 × 640
Learning Rate 0.1
Batch Size 4
Epoch 100
Optimizer Momentum 0.937
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where M represents the total number of categories in the target detection task. mAPs at IoU = 50 
(mAP50) and IoU = 35 (mAP35) are essential metrics for assessing the accuracy of target detection 
models, as they are used to evaluate model performance across different thresholds. Given the 
variabilities in the size and shape of targets in this study, using multiple IoU thresholds is 
imperative for accurately evaluating model performance. Selecting AP35 and AP50 as evaluation 
metrics helps in determining the effectiveness of target detection algorithms. Higher AP35 and 
AP50 values signify more precise target detection and enhanced localization accuracy.
 In our experiments, we aimed to highlight the performance of our method by comparing our 
method with several established target detection techniques. We selected the YOLO series of 
vision-based approaches owing to their renowned speed in mobile robotics. Thus, we included 
the latest versions, YOLOv3, YOLOv4, and YOLOv5, as baseline methods. To contrast with 
single-stage object detection, we also included two-stage methods such as Fast R-CNN and 
Cascade R-CNN, sacrificing speed for higher accuracy. Additionally, we considered transformer-
based approaches, such as Swin Transformer, which have shown state-of-the-art performance in 
various tasks. For target detection using a millimeter-wave radar, we chose VoteNet and Danzer 
as benchmarks. Furthermore, we compared our method with fusion-based approaches, including 
RISFNet, CRF-Net, and Li et al.’s method,(16) which combine visual and radar data.

4.4. Comparative experiment

 We assessed the performance of the method proposed in this study by comparing the 
proposed method with other baseline methods. All baseline methods and our model undergo 
training on the same training set and testing on the same test set. Since different model 
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parameters can impact performance, the parameters of the baseline model were initially set to 
recommended default values with minor adjustments based on practical considerations during 
the experiment. To validate the enhancement of detection accuracy facilitated by our proposed 
fusion method, we contrasted our proposed fusion method with a state-of-the-art bimodal 
approach using the FLOW dataset. This dataset includes a continuous sequence of simultaneous 
imagery and millimeter-wave radar data, meticulously annotated for accuracy. The results are 
detailed in Table 2, where our vision and radar fusion detection method surpasses other fusion 
detection methods in terms of detection accuracy. Although RISFNet exhibits high detection 
accuracy, its computational cost is substantial and relies on precise external parameter alignment 
between the radar and the camera. Inaccurate external parameters significantly diminish 
RISFNet’s performance. Compared with the state-of-the-art LRVFNet method, we achieved 
mAP35 and mAP50 scores surpassing 1.29 and 1.71, respectively, demonstrating our method’s 
competitive performance.
 Furthermore, we compared our method with other vision-based object detection approaches. 
As demonstrated in Table 3, our method exhibits enhanced AP compared with the sole use of the 
visual detection method FCOS. Specifically, our method achieves a significant improvement in 
AP, with increases of 21.6 and 23.7% at IoU thresholds of 0.5 and 0.35, respectively. This 
improvement is attributed to the rich sensor information acquired through dual-modal fusion 

Table 2
Comparison of methods based on radar and image fusion.
Method mAP35 mAP50
CRF-Net(14) 79.63 57.74
Jha et al.(15) 77.98 –
Li and Xie(16) 85.28 64.64
RISFNet(17) 80.05 75.09
Zhu et al.(18) 81.4 –
YOLOv5-l + Zhu et al.(18) 81.41 –
Faster-RCNN + Zhu et al.(18) 83.63 –
Cascade-RCNN + Zhu et al.(18) 79.53 –
Swin-Transformer + Zhu et al.(18) 82.42 –
LRVFNet(19) 91.12 78.46
Our method 92.41 80.17

Table 3
Comparison of vision-based methods.
Method mAP35 mAP50
SSD(20) – 69.6
Faster RCNN(21) 77.35 57.58
YOLOv3(22) – 45.3
Swin-Transformer(23) 77.3 –
VFNet(24) – 55.1
TOOD(25) – 51.1
YOLOv4(26) 78.46 57.04
EfficientDet(27) 78.62 58.52
FCOS(28) 68.71 58.57
Our method 92.41 80.17
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and the implementation of efficient fusion strategies. Additionally, our method outperforms 
EfficientDet, showcasing performance enhancements of 21.65 and 13.79% at IoU thresholds of 
0.5 and 0.35, respectively. This superiority arises from our network’s enhanced ability to detect 
small and occluded objects. To offer deeper insights into the performance of our method, 
qualitative results are presented in Fig. 4. As illustrated in the first row of the figure, our method 
successfully identifies objects even when they are obscured in the image. Furthermore, as 
observed in the second row of the figure, our method maintains a high detection threshold even 
when objects in the image are distant from the observation point.

Fig. 4. (Color online) Visualization of Radar-Picture Detection.
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4.5. Ablation experiment

 To explore the impact of specific radar embeddings on model performance, we trained the 
model using two additional widely adopted transformer-based encoders: BERT-base(29) and 
Distill-RoBERTa-base,(30) a distilled variant of RoBERTa.(31) As illustrated in Table 4, our model 
demonstrates similar performance levels across various transformer-based encoders, 
highlighting its resilience to changes in encoder selection. However, as expected, employing 
simpler methods leads to a slight degradation in performance.  In addition, other transformer 
encoders have reduced performance for distant objects.

5. Discussion and Conclusion

 Our study represents a significant leap forward in the realm of underwater autonomous 
driving systems by harnessing the synergistic potential of deep learning and multisensor fusion 
technologies. Facing the formidable environmental challenges inherent in underwater 
navigation, such as light attenuation, clutter, limited visibility, and harsh marine weather 
conditions, we have successfully demonstrated the enhanced capabilities of the Radar-Picture 
Detection model in conducting precise and robust target detection. The innovative light 
perception detection system, integrating monocular camera technology with a 4D radar, 
transcends traditional visual model limitations in complex underwater environments. This 
enhancement is achieved by weaving radar signals into the fabric of environmental perception, 
substantially boosting the accuracy and stability of target detection. Furthermore, our dual-
modal detection framework, utilizing a parallel sequence prediction method, places a premium 
on radar signal processing, thereby elevating target detection precision within challenging 
underwater contexts.
 The FloW Dataset, curated specifically for the detection of floating waste in inland waters, 
serves as a testament to the effectiveness of our model and its superiority over existing advanced 
target detection methodologies. This dataset, emphasizing the detection of small targets under 
variable lighting and wave conditions, emerges as an indispensable resource, underscoring the 
practical applicability and potential of our findings. Through meticulous experimentation and 
the strategic deployment of these avant-garde technologies, we not only propel the field of target 
detection in underwater autonomous systems but also establish new avenues and a robust 
foundation for the application of deep learning and multisensor fusion technology in marine 
environmental perception.

Table 4
Effectiveness of the transformer.
Method mAP35 mAP50 Recall
RoBERTa 89.74 75.37 74.36
BERT 89.10 74.89 73.94
Distill-RoBERTa 90.53 77.81 75.67
Our method 92.41 80.17 78.69
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 The promising results from our carefully structured training and evaluation protocol further 
corroborate the performance enhancements our method introduces. In particular, the Radar-
Picture Detection model has shown notable improvements in AP, surpassing existing vision-
based object detection methods and showcasing an improved capacity for detecting small and 
occluded objects, which underscored the critical importance of leveraging rich sensor data and 
effective fusion strategies to advance object detection capabilities.
 The insights and methodologies derived from our research hold the potential to significantly 
accelerate advancements in autonomous marine exploration, enhancing safety, efficiency, and 
our comprehension of underwater environments. This study opens up new horizons for future 
research and development in the field, encouraging the exploration of innovative ideas and 
directions for the advancement of water surface perception algorithms. The ongoing evolution of 
technology and methodologies in this domain promises to yield even more sophisticated and 
capable underwater autonomous driving systems, ultimately contributing to our ability to protect 
and understand the vast and vital underwater world.
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