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 As the new generation of power load management systems is gradually being implemented, 
there is an increasing demand for accuracy in power load forecasting. To meet this demand, a 
new load forecasting method of the power system based on multi-index clustering optimization 
is proposed in this paper. Firstly, the sensor technology is fully utilized to realize the data 
acquisition of the power system and the real-time monitoring of key parameters, providing more 
accurate and timely data for the load forecasting model. Secondly, the real-time data collected by 
the sensor is combined with the K-means clustering algorithm, which is improved, and the 
optimal number of clusters is selected by evaluating the clustering effect of multiple indicators. 
Then, an improved Particle Swarm Optimization-Back Propagation (PSO-BP) neural network 
prediction model is built by combining the ability of the BP neural network to solve complex 
nonlinear function approximation and the global optimization ability of the PSO algorithm. The 
model’s parameters are adjusted flexibly to improve the prediction accuracy and response speed. 
Finally, the model is compared with the BP neural network to verify the optimization effect. The 
experimental results of the simulation test show that the proposed method can effectively ensure 
the reliability of data transmission, realize the effective classification and aggregation of 
heterogeneous data, provide accurate load prediction results quickly, and improve robustness.

1. Introduction

 In recent years, the transformation of the power system has made electricity load diversity 
and flexibility the main characteristics of the power system.(1) Load forecasting, a core task of 
estimating future electricity demand, involves the statistical analysis of large amounts of 
historical load data considering multiple factors such as weather, production, and lifestyle habits, 
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and using mathematical methods to accurately predict future electricity demand and load 
curves.(2) In the new power system, short-term load forecasting relies on the real-time sensing of 
the state and parameter changes of various nodes in the grid using sensors and monitoring 
devices, thereby monitoring the overall operation of the power system in real time.(3–5) 
Subsequently, short-term load forecasting is conducted through data analysis and intelligent 
algorithms to ensure the stable operation of the grid and supply-demand balance. Currently, deep 
learning methods have demonstrated outstanding capabilities in power load forecasting. 
However, the challenge lies in selecting appropriate deep learning architectures to shorten 
development cycles, accelerate convergence, and enhance the practicality of algorithms and has 
become a pressing issue for current scholars. In the constantly evolving power environment, 
choosing suitable deep learning architectures for load forecasting tasks is crucial. This not only 
improves prediction accuracy but also adapts to the continuously changing electricity 
demands.(6) Therefore, in-depth research and innovation in deep learning methods to better 
serve load forecasting tasks are urgent needs in both academia and industry. With the continuous 
evolution of the power system and the introduction of new technologies, there still exists 
significant research and innovation space for improving the accuracy and flexibility of load 
forecasting to cope with increasingly complex electricity demands and changes. 
 Fukushima and others proposed the neocognitron model in the 1970s and 1980s, which led 
researchers to conduct extensive studies on convolutional neural networks.(7) With the emergence 
of deep learning theory, convolutional neural networks experienced rapid development in the 
field of computer vision.(8) Ren et al. addressed the necessity of diversity in ensemble learning 
and proposed a quantification method based on an improved K-means clustering algorithm.(9) Ni 
et al. introduced a hybrid model for power load forecasting that leverages a deep neural network. 
This model was enhanced through a multi-objective optimization algorithm and a sophisticated 
data preprocessing strategy. Integrating the deep neural network into power load time series 
forecasting has proven highly successful, delivering outstanding prediction accuracy and 
stability.(10) Although these data aggregation and analysis techniques have matured over several 
years, there are still difficulties in handling large amounts of heterogeneous secure data, 
necessitating innovative development in conjunction with load forecasting methods. In terms of 
traditional load forecasting methods, Apolinario et al. proposed a method based on the fusion of 
LSTM and discrete wavelet transform (DWT) for power peak load forecasting and achieved 
reasonable energy distribution and power grid operation planning.(11) Xia and Ji proposed an 
exponential smoothing method with the characteristic of “thick near and thin far,” solving the 
challenges of long time spans and wide distribution in medium and long-term load forecasting.(12) 
While these traditional prediction methods can quickly yield results, they suffer from 
disadvantages such as low accuracy and precision, requiring optimization and improvement 
based on actual conditions. In the field of machine learning prediction methods, Hou et al. 
proposed a rolling prediction method based on the phase space reconstruction of chaos theory 
and stacking ensemble learning. Constructing a stacking ensemble learning model for load 
forecasting and combining the advantages of various machine learning algorithms provides a 
new idea for the field of power load forecasting.(13) Although the results predicted by these 
methods are highly accurate, there is still room for improvement in data mining. In terms of 
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deep learning prediction methods, Chen et al. addressed the challenge of accurately predicting 
short-term power load using Back Propagation (BP) neural networks as the foundation and 
introducing genetic algorithms to optimize the learning connection weights and thresholds of the 
network structure, thereby enhancing the reliability and accuracy of short-term load prediction.
(14) Utilizing the advanced data mining prowess of deep learning, Shen et al. developed a 
cutting-edge multiscale neural network. This network amalgamates long-term memory, gated 
cycle units, and temporal convolution to form its core. Enhanced by the random weight average 
differential evolution method, it is applicable to single and multiple models, substantially 
boosting the accuracy of short-term load forecasting.(15)

 Although extensive research has been conducted on electricity load forecasting and data 
protection security, the existing literature does not adequately cover the new power system, 
especially in terms of sensor applications and the explosive growth of data from smart metering 
systems, as well as the complexity of data quality and security issues. Additionally, current 
research, despite its advantages in long-term memory dependence, still faces challenges such as 
low training speed, high training difficulty, and unsatisfactory short-term forecasting results.
 In addressing the above-mentioned issues, we first utilize sensors to collect key parameters in 
the new power system. Subsequently, the data is analyzed using the K-means clustering method 
with multi-indicator evaluation, optimizing the calculation process for higher clustering 
accuracy and improved computational efficiency. Next, the adaptive mechanism of the Particle 
Swarm Optimization-Back Propagation (PSO-BP) prediction algorithm is employed to enhance 
training efficiency, enabling rapid convergence while improving prediction accuracy. The 
optimization algorithm is then compared with a single BP neural network to validate the 
performance of the model. This demonstrates that the short-term load proposed in this paper 
meets the requirements of the new power system in terms of accuracy and speed, thereby 
ensuring the normal operation of the power system.

2. Wireless Sensor-based Power Information Monitoring

 Ensuring the accuracy and real-time nature of data is essential in achieving load forecasting 
for new power systems. Therefore, we deploy wireless sensor nodes in the power system to 
monitor parameters such as current, voltage, active energy, and reactive energy in real time, 
ensuring data accuracy for load forecasting

2.1 Measurement of current and voltage

 The measurement method for current involves taking the average of several instantaneous 
samples within half a cycle of the power frequency. Then, using the relationship between the 
effective and average values, the corresponding effective value of the current is determined. The 
relationship between the instantaneous and effective values of the current is represented as 

 
0

1 2 22 sin , 2 sin ( ) ,
2 2

i I t i I td t I I iω ω ω
π π

= = = =
π π∫ . (1)
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 The measurement method for voltage is similar to that for current. The relationship between 
the instantaneous and effective values of the voltage is represented as

 
2 2

U uπ
= . (2)

2.2 Measurement of active energy and reactive energy

 The expressions for the calculation of three-phase instantaneous power are given by

 A B C AN A BN B CN Cp p p p u i u i u i= + + = + + , (3)

 0,A B C B A Ci i i i i i+ + = = − − . (4)

 Substituting Eq. (4) into Eq. (3), we obtain 

 1 2( ) ( )AN BN A CN BN C AB A CB Cp u u i u u i u i u i p p= − + − = + = + . (5)

 The expressions for three-phase active power and three-phase active energy are respectively 
represented as

 1 2 1 20
1 ( ) cos(30 ) cos(30 )

T
AB A A CB C CP p p dt p p U I U I

T
ϕ ϕ= + = + = ° + + ° −∫ , (6)

 1 20 0
( )

T T
PW Pdt P P dt= = +∫ ∫ . (7)

 When measuring three-phase reactive energy, the expression for three-phase instantaneous 
power is given by 

 1 2BC A AB Cq u i u i q q= + = + . (8)

 The formula for calculating three-phase reactive power is given by 

 1 2 1 20
1 ( ) cos(90 ) cos(90 )

T
BC A A AB C CQ Q Q q q dt U I U I

T
ϕ ϕ= + = + = ° − + ° −∫ . (9)

 The expression for three-phase reactive energy is given by 

 1 20 0
( )

T T
qW Qdt Q Q dt= = +∫ ∫ . (10)
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From the results of the above analysis, it is evident that both measurements can utilize current 
signals taken from iA and iC, and voltage signals taken from uAB and uCB. The only difference is 
that for measuring reactive energy, uBC (the inverse of uCB) is used.

3. Aggregation Model for Load Data Based on K-means Clustering

3.1 Load data preprocessing

 The provided data consists of load values for a specific region over two months, including 
terminal three-phase voltage, three-phase current, active power, reactive power, and power 
factor, obtained at 15 min intervals. Firstly, regarding the different situations of terminal three-
phase currents, the unbalance degree of the three-phase current is commonly used as an 
indicator to measure the distribution of system current. The detailed formulas are as follows.

 max{ , , } min{ , , } 100%
max{ , , }

A B C A B C
ub

A B C

I I I I I II
I I I

−
= ×  (11)

 0.25usefulE P= ×  (12)

1)  Import the original load data into SPSS software for data preprocessing. Firstly, use the 
median absolute deviation (MAD) method for outlier identification and replace the detected 
outliers with the mean. MAD is defined as

 median(| median( ) |)iMAD Y Y= − . (13)

  Assuming the data follow a normal distribution, the outliers should fall outside the 50% 
probability range, while the normal values fall within the middle 50% region. This is 
expressed as

 | |(| | ) 0.5Y MAD MADP Y MAD P P Zµµ
σ σ σ
−   − ≤ = ≤ = ≤ =   

   
. (14)

 To transform it into a standard normal distribution, it is expressed as 

 0.5MAD MAD MADP Z φ φ
σ σ σ

     ≤ = − − =     
     

. (15)

  Furthermore, owing to the properties of the standard normal distribution, ϕ(−y) = 1 − ϕ(y), we 
can deduce that ϕ(MAD/σ) = 0.75. This implies that MAD/σ = ϕ−1(0.75). By consulting a 
standard normal distribution table, we obtain MAD/σ = 0.6749.
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  In a normal distribution, the area under the curve for ±0.6749 covers 50% of the total area. 
Since 1/0.6749 ≈ 1.4826, we have 

 1.483cMAD MAD= ⋅ . (16)

2)  To mitigate the impact of varying data units on the analysis of the results, normalization is 
performed using the min–max method. This process scales the data values to a dimensionless 
range within (0,1). The specific formula is expressed as 

 ,
,

min
i j j

i j max min
j j

y y
y

y y
∗ −

=
−

, (17)

  where ,max min
j jy y and ,max min

j jy y  respectively represent the maximum and minimum values of the column 
in which yi is located.

3.2 Load data aggregation analysis based on K-means clustering

 Cluster analysis, a crucial part of data mining, relies on the authenticity and correctness of 
the data. Given that the data collected are, in most cases, incomplete or inaccurate, preprocessing 
is necessary to enhance the accuracy and effectiveness of the model. We conduct cluster analysis 
on preprocessed electricity load data using an improved K-means algorithm.

3.2.1	 Cluster	analysis	of	load	profiles	based	on	K-means clustering

 The K-means algorithm is the most representative method for cluster analysis and is known 
for its speed and simplicity in implementation. It is a dynamic clustering method where the input 
consists of a dataset D containing n data points, the number of cluster centroids (k), the clustering 
stopping condition ε, and the maximum number of iterations (mStep). The output is a clustering 
partition C = {C1, C2, ..., Ck} that satisfies the termination condition. In the K-means algorithm, 
let D = {Xi | Xi ∈ Rm, i = 1, 2, ..., n} represent the dataset to be clustered, and let m and n denote 
the dimensionality and the number of data points, respectively. The calculation of data similarity 
is typically based on the Euclidean distance:

 ( ) ( )( , )
T

i j i j i jDIST X X X X X X= − − . (18)

 The standard measure function often used is the sum of squared errors within clusters (SSE), 
calculated as

 2
2
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i
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Sensors and Materials, Vol. 36, No. 12 (2024) 5329

where k represents the number of cluster centers and μi denotes the center of cluster Ci, which is 
the mean value, expressed as

 1
| |

i

i
i x C

x
C

µ
∈

= ∑ . (20)

 According to the following equation, compute the average vector of different user load curve 
vectors in each class and use the calculated vector as the load curve vector corresponding to the 
cluster center of that class. The coordinates of the vector are shown as 

 ( , )
1

.,1 1,2,3,..., 
m

i i j
i

c u i n
m =

= =∑  (21)

In this equation, i represents the ci cluster center vectors of user load curves, where the jth load 
curve is denoted by u(i, j), and the total number of load curves is m.

3.2.2	 Assessment	of	clustering	effectiveness	using	multiple	indicators

 The performance metrics for cluster analysis, also known as evaluation metrics, can be used 
to assess the quality of clustering algorithms and parameter selection. In this study, four internal 
metrics are employed to evaluate the effectiveness of different numbers of cluster centers. 
 The formula for the silhouette coefficient is 

 
( ) ( ) , 1,2,3,..., .

max[ ( ), ( )]i
b i a iS i n

a i b i
−

= =  (22)

Here, a(i) and b(i) respectively represent the average distance from a sample point to other 
sample points in the same cluster and the minimum average distance from the sample point to 
centers of other clusters. The silhouette coefficient has a range of [−1, 1], where a higher 
silhouette score indicates better clustering effectiveness. 
 The formula for calculating the CH index is given by

 ( ) , 1,2,3,..., ,
( 1)i

SSB N kCH i n
SSW k

−
= × =

−
 (23)

where SSB and SSW respectively represent the total between-cluster variance and the total 
within-cluster variance, k denotes the number of cluster centers, and N is the number of 
observations.
 The specific formula is expressed as 
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where k is the number of clusters, id  and jd  represent the norm of the distance vectors from 
elements in the ith and jth clusters to their respective cluster centroids, and h is the norm of the 
distance vector from the ith to the jth cluster centroid.
 The gap value (GAP) is shown as 

 {lg( )} lg( )n k kGAP E W W∗= − . (25)

Here, n represents the sample size and k represents the number of clusters under the gap value 
evaluation.
 By comprehensively evaluating the clustering effect using multiple indicators, one can fully 
consider the characteristics of the dataset and the quality of the clustering results, thereby 
avoiding the one-sidedness caused by a single indicator and determining a more appropriate 
number of cluster centers. The introduction of multiple objective indicators enhances the 
robustness of the clustering algorithm, making it suitable for different types of data. By taking 
into account multiple indicators, subjectivity and randomness are reduced, making the clustering 
results more reliable.

4. PSO-BP Prediction Algorithm and Its Improvement

 The PSO-BP algorithm involves the BP neural network and PSO algorithm. In the initial 
stage of PSO-BP, accurate input is very important for adjusting the weight and deviation. The 
multi-index clustering algorithm improves the accuracy of the initial clustering center and 
provides more reliable input for PSO-BP. Therefore, this study combines a multi-index clustering 
algorithm with the PSO-BP algorithm, which can greatly improve the search probability of a 
globally optimal solution. Below is a more detailed introduction.

4.1 Backpropagation neural network

 The BP neural network, widely applied as a model, undergoes training via the BP algorithm, 
adjusting the network’s node weights and biases to optimize the model. Figure 1 illustrates a 
simple neural network diagram.
 While the BP neural network has achieved significant success in simulating animal nervous 
systems, its complex structure leads to relatively low learning speeds, susceptibility to local 
minima, and challenges in stability.
 In neural networks, the output Hj of the hidden layer is expressed as 

 
1

n

j ij i j
i

H g x aω
=

 
= +  

 
∑ , (26)

where n is the number of nodes in the input layer, ωij represents the weights from the input layer 
to the hidden layer, and aj represents the biases from the input layer to the hidden layer.
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 The output Ok of the output layer is represented by 

 
1

l

k j jk k
j

O H bω
=

= +∑ , (27)

where l represents the number of nodes in the hidden layer, ωjk denotes the weights from the 
hidden layer to the output layer, and bk represents the bias from the hidden layer to the output 
layer.
 The error formula is given by 

 2

1

1 ( )
2

m

k k
k

E Y O
=

= −∑ , (28)

where m represents the number of output layer nodes and Yk represents the desired output.
 The weight update formula is expressed as

 1
(1 ) ( ),

( ),

m

k

j

ij ij j j i jk k k

jk k j k k

H H x Y O

H Y O

ω ω η ω

ω ω η
=


= + − −


 = + −

∑  (29)

where η represents the learning rate.

4.2 PSO algorithm

 Another widely used machine learning algorithm is the PSO algorithm, which employs 
swarm intelligence for learning and exhibits good global optimization capabilities. In each 
iteration of the PSO algorithm, each particle updates its position based on its individual best 

Fig. 1. (Color online) Neural network diagram.
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solution and the current global best solution. The velocity and position update formulas are 
respectively given by 

 1 2() ( ) () ( )i i i i i iv v c rand pbest x c rand gbest x= + ⋅ ⋅ − + ⋅ ⋅ − , (30)

 i i ix x ν= + , (31)

where c1 and c2 represent the individual and social cognitive factors, respectively. Typically, 
when c1 is large and c2 is small, the algorithm exhibits poor global search capabilities; conversely, 
when c1 is small and c2 is large, the algorithm demonstrates improved global search capabilities.
 On this basis, researchers introduced the inertia weight w and proposed dynamic adjustment 
to balance the convergence’s globality and convergence speed. This algorithm is known as the 
standard PSO algorithm:

 1 2() ( ) () ( )i i i i i iv v c rand pbest x c rand gbest xω= ⋅ + ⋅ ⋅ − + ⋅ ⋅ − , (32)

where vi represents the particle’s velocity and vmax denotes the maximum velocity (greater than 
0), which determine the precision of the region between the current position and the best 
position. xi is the particle’s current position and rand() is a random number between (0, 1). The 
inertia factor ω, with a nonnegative value, indicates the effect of the particle’s velocity from the 
previous generation on the current velocity. 
 Dynamic inertia factors can yield better optimization results than fixed values. Currently, the 
linearly decreasing weight strategy represented by Eq. (33) is widely adopted:

 ( )max max min
max

run
run

ω ω ω ω= − − ⋅ . (33)

In this equation, ωmax represents the maximum inertia weight, ωmin represents the minimum 
inertia weight, run denotes the current numbers of iteration, and runmax represents the total 
number of iterations in the algorithm.

4.3 PSO-BP algorithm

 The PSO-BP algorithm combines the global search and weight optimization properties of 
PSO with the learning and model fitting properties of  BP neural networks. This integrated 
approach accelerates the training process of the neural network and helps to solve problems such 
as weight initialization and local minima, thus improving the efficiency and performance of 
training. The core idea of the PSO-BP algorithm is to combine global search (PSO) with neural 
network weight optimization (BP) to train neural networks more efficiently and to improve their 
convergence speed, performance, and accuracy in various tasks. The flowchart of this process is 
shown in Fig. 2.
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 The PSO-BP algorithm has the property of global search, which helps to avoid the problem of 
falling into local optimal solutions, thus ensuring that better combinations of weights and bias 
values are found in the entire parameter space.
 In addition, through the global search and optimization process of the PSO-BP algorithm, the 
model is more likely to capture potential patterns in the dataset, thus improving the 
generalization ability of the load forecasting model and enabling it to have a better prediction 
ability for future load changes.

4.4 Improved PSO-BP prediction algorithm

 This part mainly introduces the specific operation of the multi-index clustering algorithm 
based on PSO-BP, as shown in Fig. 3.
 The above figure is a simple flowchart. The detailed steps of each operation are as follows.
1)	 	Data Acquisition:  Deploy sensors in the new power system, use sensor technology to collect 

key parameters, and realize the real-time monitoring of the power system. These parameters 
include current, voltage, active power, and reactive power, which ensure the accuracy and 
real-time performance of the data and provide basic data for the load forecasting model.

2)  Data Preprocessing:  The original load data is imported into SPSS software for preprocessing. 
First, the MAD method is used to identify outliers in the data and replace them with mean 
values. Then, to reduce the effect of different data units on the result of the analysis, the min–
max method is used to standardize the data, and the data value is scaled to the unidimensional 
range of (0, 1).

3)  Multiple Attribute Clustering:  A multi-index clustering model is constructed to select the 
optimal number of clustering centers by evaluating multiple indicators. The improved 
K-means algorithm is used to cluster the preprocessed data.

Fig. 2. (Color online) Flowchart of PSO-BP algorithm.
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4)  Clustering Evaluation:  Multiple internal indicators are used to evaluate the clustering effect 
of different numbers of clustering centers. These indicators comprehensively consider the 
characteristics of the dataset and the quality of the clustering results, avoiding the one-
sidedness that a single indicator may cause, thereby determining a more appropriate number 
of clustering centers.

5)  Combined PSO-BP Prediction Algorithm: For the combination of the PSO algorithm and BP 
neural network, the PSO algorithm uses swarm intelligence to learn and optimize, and has 
good global optimization ability, while the BP neural network optimizes the model by 
adjusting the weight and bias of network nodes to improve training efficiency and prediction 
accuracy.

6)  Model Training and Testing: The training dataset is used to train the neural network model, 
and the prediction effect of the model is verified using the test set data. In the process of 
model training, the training state and performance of the model are evaluated by observing 
the gradient change of the loss function and optimizing the fitness curve.

7)  Conclusion:  Analyze the prediction results, compare the predicted values with the actual 
values, obtain the accuracy and response speed of the model in load forecasting, and 
emphasize the practical application value of the method.

5. Experimental Results and Analysis

5.1	 Analysis	of	the	effect	of	multi-indicator	clustering

 We conducted simulation experiments using MATLAB R2023b on a Windows 10 system. 
The experimental data used were obtained from the Yunnan region of the Southern Power Grid 
in China, covering the period from March 20 to November 20, 2022, with a sampling interval of 
15 min. The data included voltage, current, power, total active power, total reactive power, power 
factor, and other parameters from the ABC three-node system. First, the above dataset is 
preprocessed to eliminate outliers and null values. Then, 80% of the dataset is selected as the 
training set, and the remaining 20% is used as the test set. After the above preparation work is 
completed, the optimal number of clusters corresponding to each indicator is computed using the 
multi-index calculation formula. The results are shown in Fig. 4(a).
 In Fig. 4(a), it can be observed that compared with the traditional K-means clustering 
algorithm, which only determines the number of clusters based on the silhouette coefficient, 
selecting the optimal number of clusters using multiple indicators is more reasonable. In this 
case, the optimal k value is shown in Fig. 4(b). After clustering, the data are processed to be 

Fig. 3. (Color online) Total flowchart of algorithm.
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dimensionless, resulting in four distinct user types based on their features, as shown in Fig. 4(b). 
It is evident that the improved K-means algorithm yields evenly distributed sample sizes across 
the different clusters, indicating the absence of clusters with significantly fewer samples.

5.2 Analysis of PSO-BP training and testing results

 MATLAB R2023b is used to implement the process. The processed data is divided into the 
source domain (A) and the target domain (B). The effectiveness of the adversarial domain 
adaptation data aggregation model is validated through feature visualization and convergence 
verification. 60% of the samples from the target domain are used as the training set, 20% as the 
validation set, and the remaining as the test set. Firstly, the neural network model is trained using 
the training set data, as depicted in Fig. 5. Here, the gradient represents the gradient of the loss 
function, Mu denotes the damping factor, and the loss function gives the difference between the 
predicted value and the known value. A smaller gradient indicates that the function is closer to a 
certain minimum value.
 In Fig. 5(a), it can be observed that the gradient parameters reach a favorable state after the 
5th iteration. The data in Fig. 5(b) further confirm that the optimal performance position in the 
5th iteration is close to the target position, indicating that the performance meets the 
requirements. Figure 5(c) depicts the optimization curve of fitness. A smaller fitness value 
indicates better performance, and thus, the aim of the iterative process is to minimize the fitness 
value. The results indicate that the optimal fitness decreases as the number of iterations 
increases, and it stabilizes after the fourth iteration. Using the trained parameters, load prediction 
was conducted with the test set as input, and the results were compared with the actual values, as 
shown in Fig. 5(d). The experimental results demonstrate that compared with using only the BP 
neural network, the proposed PSO-BP method converges more rapidly to the optimal solution, 
with smaller errors relative to the actual values. This indicates that the proposed algorithm not 

Fig. 4. (Color online) (a) Multi-indicator score coefficient and (b) cluster effectiveness visualization.

(a) (b)
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only enhances prediction speed but also significantly improves the prediction accuracy, thereby 
greatly enhancing the predictive performance of the model. Therefore, it is sufficiently validated 
that the load prediction method based on multi-index clustering and PSO-BP proposed in this 
paper can achieve high-speed and high-precision short-term load prediction in new power 
systems, demonstrating its significant practical value and application potential.

6. Conclusions

 In this research, we introduced an innovative approach to short-term load forecasting for 
power systems. This method leverages a combination of multi-index clustering and the PSO-BP 
algorithm to enhance the aggregation and predictive capabilities of power load data. Our 
findings indicate that this technique not only boosts the precision and swiftness of predictive 
outcomes but also holds significant practical value and potential for application in the field.

Fig. 5. (Color online) (a) Neural network training state diagram, (b) training performance visualization, (c) 
optimization fitness curve graph, and (d) graph of  estimated performance.

(a) (b)

(c) (d)
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 By deploying sensors in the new power system, collecting key parameters, and performing 
data preprocessing, dimension inconsistency and outlier interference are eliminated, which 
provides high-quality input data for subsequent algorithms. At the same time, a multi-index 
clustering model is constructed, which effectively solves the problem of selecting the number of 
clustering centers in traditional clustering methods, achieves accurate data aggregation and good 
convergence, and provides high-precision input for subsequent algorithms. The PSO-BP 
prediction algorithm is used to improve the accuracy and response speed of short-term load 
forecasting. Compared with the single BP neural network, the PSO-BP optimization algorithm 
based on multi-index clustering achieved higher prediction accuracy and significantly higher 
iteration speed in this study.
 Experimental results demonstrated that the proposed novel prediction method effectively 
improves the accuracy and response speed of short-term load forecasting in new power systems, 
providing accurate load prediction results rapidly to meet the daily operation and scheduling 
needs of power systems. It helps the system to respond in a more timely fashion to emergencies 
and load fluctuations, enhances the security level of new power systems, and has important 
practical value and impact on the operation and management of new power systems.
 In future work, the application of this method in different regions and scale power systems 
can be further explored, and the incorporation of more influencing factors into the model can be 
considered to achieve more comprehensive load forecasting.
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