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	 The global aged population is expected to exceed 2.1 billion, representing 21.65% of the total 
population by 2050. This demographic shift underscores an urgent need for efficient elderly 
care, particularly in home settings. AI advancements have made sensor technology, including 
wearable biosensors, environmental monitors, and biochemical sensors, essential for elderly care 
by enabling the collection of physiological and activity data. Current systems overwhelm 
caregivers with complex data analysis and personalized recommendations. Large language 
models (LLMs) address this by offering insights through natural language interfaces, using 
extensive medical data. While some studies have integrated sensor data with LLMs for health 
monitoring applications, a comprehensive framework for seamlessly combining diverse sensor 
data with LLMs in elderly care is still missing. In this study, we propose a novel methodological 
framework that addresses the challenges of integrating heterogeneous sensor data with LLMs to 
provide real-time healthcare insights for caregivers of the elderly using sensor technologies. Our 
framework employs few-shot learning on Generative Pre-trained Transformer (GPT-4) and GPT-
3.5 to process structured sensor data from wearable and environmental devices. The LLM-
powered application then generates insightful responses based on the user’s input, providing 
actionable and personalized recommendations. The GPT-4 model outperformed GPT-3.5 in 
Structured Query Language (SQL) query generation for sensor data retrieval and processing, 
achieving a semantic similarity score of 0.95, precision of 88.5%, recall of 98.92%, and an F1-
score of 93.40%. In this study, we explore how integrating sensor data with LLMs enhances 
usability and reduces complexity in health monitoring systems. Our framework sets a new 
benchmark for advancing elderly care through innovative LLM-powered applications and sensor 
technology. 
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1.	 Introduction

	 The world’s population is aging, and the growing social and economic consequences of a 
globally aging population have propelled research associated with aging into the limelight. In 
fact, significant strides in medical science over the recent decades have greatly expanded global 
life expectancy.(1) As a result, it is anticipated that by 2050, the number of individuals aged 60 
and above will surpass 2.1 billion (approximately 21.65% of the total population).(2) This 
demographic transition signals emerging social, economic, and healthcare challenges, 
necessitating a greater emphasis on promoting healthy aging as a strategy to mitigate the effects 
of an aging population.(1,2) 
	 In this regard, the emergence of Industry 4.0 has led to considerable progress in the 
advancement of health monitoring, particularly through the incorporation of sensor technology 
for elderly care.(3,4) These technologies are applied in various areas, including healthcare, 
personal health management, and physical activities, to provide convenience and real-time 
services.(5) This technology has revolutionized health monitoring, extending from traditional 
hospital settings to long-term residential care. Examples include wearable blood glucose 
monitors,(6) sport performance trackers,(7,8) and respiratory function measuring systems.(9)

	 Sensor technology enables the efficient, low-cost capture of large data volumes. However, 
processing and interpreting this data to derive valuable insights is a major challenge.(10) For 
example, wearable healthcare sensors generate vast amounts of data on heart rate, blood 
pressure, movements, and more, monitoring individual health and activity levels. Traditional 
sensors operate autonomously,(11) lack collaborative or integrated functionality, and do not have 
the ability to receive feedback or control inputs from the monitoring system.(12) Consequently, 
while they collect data, they cannot directly affect system operations. These constraints hinder 
the development of standard sensors into intelligent, interactive technologies integrated with AI. 
However, advancements in cloud computing, big data, deep learning, and generative AI have 
enhanced sensor applications. They enable the processing of large data volumes and high-
precision predictions through multilayer neural networks.(13) They provide powerful tools and 
algorithms for data processing and analysis, which provide solutions for development limitations 
faced by sensor technologies in elderly health monitoring.(14–18)

	 The emergence of generative AI, particularly large language models (LLMs), is observed to 
provide strong evidence supporting the personalization of health services.(19) LLMs are 
pretrained on vast text datasets, then fine-tuned to make novel, responsible predictions based on 
the foundation of their knowledge.(20,21) These models can analyze new healthcare data and offer 
recommendations through detailed predictive findings presented in textual format. 

	 Apart from healthcare, LLMs can be used for other specific contexts such as finance,(22,23) 
business,(24,25) education,(26–28) and manufacturing, particularly in enhancing knowledge 
management, operational efficiency, decision-making processes,(29) and design modification 
suggestions.(30) LLMs need specific context-based data to provide services for particular 
purposes. In the healthcare domain, data can be collected through various means, including 
clinical notes, electronic health records, medical documentations and reports, patient portal 
correspondences, drug and medical device data, and sensor-generated data.
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	 Recent advances in healthcare sensor technology enable real-time diagnostics and various 
functions, including the continuous monitoring of physiological parameters. AI evolution has 
made sensor technologies crucial in elderly care, generating signal-based time series data. 
However, current health monitoring systems(31–43) often overwhelm caregivers for lack of 
personalized insights owing to the complexity of data captured by sensor technologies. LLM 
services can bridge this gap by providing personalized, actionable recommendations in natural 
language, making sensor data interpretation more accessible and effective for elderly care. 
Various studies(44–49) have integrated LLMs with specific sensor data to provide health insights 
and personalized recommendations for patients and healthcare professionals. However, no 
methodological approach that seamlessly combines LLM capabilities with heterogeneous sensor 
data in elderly care has been proposed. Such integration would provide actionable insights and 
personalized recommendations for caregivers while expanding sensor technology applications 
by conveying health insights in natural language.
	 To address this gap, in this study, we propose a comprehensive methodological framework for 
integrating diverse sensor data types into LLMs. This unified approach aims to enhance elderly 
care by leveraging sensor technologies to provide caregivers with actionable insights and 
personalized recommendations in real time. By demonstrating how sensor data such as 
physiological parameters (e.g., heart rate, blood oxygen saturation, steps, heart rate variability) 
can be effectively processed and interpreted using LLM, in this framework, we establish a 
scalable solution for personalized healthcare. Furthermore, we set the foundation for future 
studies on LLM integration with sensor technologies in diverse health monitoring applications 
for older adults, taking a significant step forward in the evolution of sensor technologies in 
healthcare. This study is carried out with the following specific objectives.
a.	� To identify sensor types, their data, and processing techniques in elderly care and to define 

data sources and processing requirements for LLM integration
b.	� To propose a framework for integrating diverse sensor data with LLMs for personalized 

elderly care and to evaluate LLMs’ potentials in sensor data interpretation
	 The rest of the paper is organized as follows. In Sect. 2, we review existing work, and the 
materials and methods are described in Sect. 3. In Sect. 4, we present the results, whereas in 
Sect. 5, we introduce the proposed framework. Experiment details are described in Sect. 6, the 
discussion in Sect. 7, and challenges and opportunities in Sect. 8. Finally, in Sect. 9, we conclude 
this study and outline future work.

2.	 Related Work

	 Several LLMs such as Med-PaLM2,(19) HuatuoGPT,(50) DISC-MedLLM,(51) ChatDoctor,(52) 
and Baize-HealthCare(53) have been developed for medical question answering, using large 
medical datasets for diagnostic dialogues. With supervised fine-tuning, these models outperform 
Generative Pre-trained Transformer (GPT-4) and Llama2 on benchmark datasets such as 
USMLE questions, MedQuAD, and online medical consultation datasets.(54)

	 Wang et al.(55) suggested models using multiple LLMs, each specialized in a medical area, 
for automated diagnosis. Li et al.(56) enhanced LLM diagnostic abilities by incorporating clinical 
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decision tree, whereas Li et al.(57) fine-tuned LLaVA using biomedical figure captions for tasks 
such as interpreting computed tomography scans. Tu et al.(58) refined LLMs through simulated 
doctor–patient dialogues generated in a self-play environment, combined with public medical 
datasets and real hospital interactions.
	 Several groups have explored enhancing the LLM capabilities in medical knowledge through 
retrieval augmented generation (RAG), few-shot learning, and knowledge base. For instance, an 
LLM based on fast healthcare interoperability resources (FHIRs) was developed using GPT-4 
and integrated into a mobile application that provides patients with health information on the 
basis of their health records.(59) Models such as LLM augmented with medical textbooks(60) and 
Health-LLM(61) have created databases of medical textbooks for LLMs access. In another 
approach, LLM was combined with human expertise to annotate unstructured clinical data, 
creating ground truth labels.(62) A framework has also been developed where LLMs use health-
related features to predict diseases, with LLM scoring the potential outcome.(63) LLMs can 
match patients with suitable clinical trials to provide optimal care. In one study, health records 
were used and four data augmentation techniques were applied to enhance the LLM 
performance, thereby generating additional data while preserving the original trial information 
meanings.(64)

	 Biomedical LLMs such as Meditron-70B,(65) BioMistral-7B, and BioMistral-7B-DARE(66) 
are widely used for medical purposes, with their performance depending on the quality and type 
of healthcare datasets. Researchers developed evaluation benchmarks using MeDiSumQA,(67) 
MedNLI,(68) and MedQsum(69) with few-shot learning.(70) In another study, Li et al. integrated 
the quantized low-rank adaptation (QLoRA) algorithm with the ChatGLM2-6B and Llama2-6B 
models, fine-tuning them with a medical Structured Query Language (SQL)-based dataset and 
using prompt engineering on ChatGPT-3 to elicit patient health data through SQL queries.(71) 
Advances in the conversational abilities of LLMs have driven healthcare innovation. Instruction 
prompt tuning improved the pathways language models (PaLMs), leading to the creation of 
Med-PaLMs for answering medical queries.(72) These developments promise further innovation 
in healthcare conversational models.

2.1	 Recent advances in sensor data integration with LLMs

	 Recent advances in modeling wearable sensor data have enabled novel applications of LLMs 
in health monitoring, leading to significant improvements in personalized recommendations. In 
a number of studies,(44,73,74) models such as Llama, Phi3, and GPT-4, all proposing a hybrid 
model comprising Llama combined with LIMU-BERT, which processed Inertial Measurement 
Unit (IMU) sensor data to integrate with the Llama model, were utilized.
	 The integration of accelerometer, gyroscope, and biomechanical sensor data such as joint 
movement, into GPT-4 and Llama has advanced their application in multiturn medical 
consultations and physiotherapy.(44) GPT-4 also incorporates glucose sensor data for real-time 
diabetes monitoring.(75) LLMs have made significant progress in analyzing sleep quality,(45) 
physical activities,(46–49) Parkinson’s disease monitoring, and fitness,(76) offering personalized 
recommendations and aiding healthcare professionals. Hybrid models, such as combinations of 
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convolutional neural networks and transformers, enhance the accuracy of LLMs in analyzing 
sensor data.(77) Task-specific models such as PhysioLLM(48) and HealthLLM(61) further 
improved prediction accuracy by leveraging contextual data obtained from wearable sensors. Yu 
et al.(78) evaluated GPT-3.5 and Llama2-70B in diagnosing sleep apnea and arrhythmia from 
electrocardiogram (ECG) data by the few-shot retrieval method, converting numerical ECG data 
into text for analysis. Table 1 summerizes the comparative analysis of existing work with our 
approach.

3.	 Materials and Methods

	 In this study, we aim to enhance the integration of sensor data with LLMs for personalized 
elderly care solutions for caregivers. We also propose a methodological framework that lays the 
foundation for LLM-powered healthcare research in the elderly care domain and advance the 

Table 1
Comparative analysis of existing LLMs for sensor data analysis.

Approach LLM Data type
Evaluation 

method
Sensor data 
integration

Purpose

LLaSA(73) Llama2 IMU data
F1-score, recall, 

precision
LMUT-BERT 

encoder
Health monitoring 

Physiotherapy 
LLM(74)

Phi3, Llama3, 
Llama3:70B

Biomechanical sensor 
data

Accuracy, 
response time

Text-to-SQL 
method

Physical activity monitoring

DrHouse(44)

Llama3:70B, 
GPT-3.5 Turbo, 

GPT-4, and 
LLaMA-3B-

Instruct 

Data of physiological 
indicators

Accuracy

Knowledge 
base and fusion 
approach, which 
integrates sensor 

data as text format

Medical consultation 

Glucose 
monitoring 
with LLM(75)

GPT-4 Glucose sensor
Subjective 
evaluation 

Linguistic 
summarization

Real-time monitoring of 
diabetics

LLM for 
sleep quality 
forecasting(45)

GPT-3.5
Motion, physical activity 

data

Pearson 
correlation 
coefficient 

Random decision 
tree decision path 
to create text data 

for LLM

Sleep quality forecasting

LLM clinical 
Insight(46)

GPT-4, GPT-
3.5, PaLM 2

Motion data Accuracy

Tabular and 
markdown 
formatting 
methods

Support mental health 
professionals

Automated 
health 
coaching(47)

GPT-4, GPT-
3.5, Claude-2

Data of physiological 
indicators

Human in loop
Integrated sensor 
data into prompts

Personalized health insights

PhysioLLM(48) GPT-4
Data of physiological 

indicators 
Manual 

validation 
Statistical 

summarization
Improving sleep quality

AutoHealth(76) GPT-4, GPT-
3.5, Claude-2

Data of motion sensors Accuracy
Labeled data by 
ML technique.

Parkinson’s disease real-time 
monitoring

HARGPT(49) GPT-4, Llama2-
70B

IMU data F1-score
Input raw IMU 

data is tokenized
Real-time human activity 

recognition

Our proposed 
framework

GTP-4, GPT-3.5 
Turbo

Motion, physiological, 
body thermal, 

biochemical, and 
environmental data 

F1-score, 
precision, 

recall, semantic 
similarity score

Text-to-SQL and 
natural language 
string methods

Comprehensive elderly 
care (real-time monitoring, 
personalized support, long-

term health tracking).
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applications of sensor technologies for health monitoring through a natural language interface. 
Given the framework’s focus on sensor-based healthcare data, it is crucial to explore and identify 
the current sensor technologies and the types of data they capture for elderly care. To achieve 
this, we conducted a systematic literature review of existing sensor technologies for elderly care 
to identify the types of sensor, the specific data they generate, and their associated processing 
requirements. These findings directly guide the design of the data identification and processing 
layers of our proposed framework, as shown in Sect. 5. Figure 1 illustrates the methodological 
flow of this study, which begins with a systematic exploration of sensor technologies and 
culminates in the development of a comprehensive framework. The systematic review was 
conducted following the Preferred Reporting Items for Systematic Reviews and Meta Analysis 
(PRISMA) guidelines(79) approach represented in Fig. 2. 

Fig. 1.	 (Color online) Diagram illustrating the methodological flow of the study.

Fig. 2.	 (Color online) Article screening process as per the PRISMA standard.
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	 The articles considered for this review were published between 2018 and March 2024 and 
were retrieved from PubMed, Scopus, and IEEE Xplore databases. This timeframe ensures the 
coverage of latest innovations in sensor technology applications, including wearable devices and 
integration of IoT and AI systems, which address contemporary elderly care challenges. These 
advancements provide actionable insights and a strong foundation for designing state-of-the-art 
elderly care systems, such as improved health monitoring and personalized care solutions.
	 While earlier research, including the 37 articles identified in the initial screening, which were 
published before 2018, contributed to foundational knowledge, the selected timeframe highlights 
significant technological advancements and methodological shifts. From 2018 onward, sensor 
technologies saw transformative progress, including the rise of IoT devices, widespread adoption 
of smart wearables, and the integration of AI and machine learning in healthcare. Recent studies 
emphasize multimodal data integration, combining multiple sensor data with other inputs to 
enhance decision-making and care personalization. This focus ensures that the findings remain 
relevant and aligned with contemporary developments, particularly in frameworks involving 
LLMs. To maintain a comprehensive and targeted search, predefined keywords and their 
combinations were carefully crafted and applied across these databases.

3.1	 Eligibility criteria

•	� The studies considered must be articles published between January 2018 and March 2024, 
focusing on recent advancements in sensor applications for elderly care. 

•	� Articles must focus on the use of sensors in the context of elderly care.
•	� Studies should clearly specify the types of sensor used, such as motion sensors, heart rate 

monitors, and temperature sensors.
•	� Articles should describe how the sensor data is applied in elderly care.

3.2	 Study selection and screening process

	 Following the initial search, we identified a total of 673 results. Figure 2 shows the journey of 
identifying, screening, and including articles, guided by the PRISMA(79) flowchart. After 
identifying the articles, we utilized the Zotero citation tool(80) to manage the deduplication 
process. A total of 102 duplicate articles were automatically flagged and removed by Zotero, 
leaving us with 571 unique records to be screened. In the initial screening, 257 records were 
excluded owing to our predefined exclusion criteria. We identified 314 promising records for 
further retrieval and analysis. Despite our efforts, 40 of these records could not be retrieved from 
search engines and remained out of reach. We then conducted a detailed assessment of 274 
records, ultimately setting aside 212 articles for the following reasons: 99 did not focus on the 
nuances of elderly care, 20 discussed IoT without mentioning specific sensors, 35 provided 
extensive technical details on sensors, and 46 explored nonsensor-based interventions. A quality 
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assessment using an eight-criteria checklist was conducted on the remaining articles to evaluate 
their relevance. Twelve articles did not meet the quality standards, leaving 62 studies as the most 
relevant and insightful, forming the core of our review.

4.	 Results of the Review

	 Our analysis of the included articles identified various sensor categories used in elderly care, 
such as motion, environmental, physiological, vision, body thermal, and biochemical sensors. 
These sensors support vital functions such as monitoring vital signs, fall detection, cognitive 
impairment, daily activities, physical activity, Parkinson’s disease, and pneumonia detection. 
Sensors were classified on the basis of the data they collect and their healthcare applications, as 
shown in Table 2. The review highlights the most feasible sensors and data types that can be 
integrated with LLMs to enhance elderly care. By focusing on motion, physiological, 
environmental, and vision sensors, which provide critical data on physical activity, fall 
prevention, and vital signs, these sensors offer the best potential for improving safety and 
personalized care through advanced predictive models. Integrating this sensor data with LLMs 
can further optimize elderly care strategies, addressing gaps in current practices and enabling 
more comprehensive health management solutions.
	 The distribution of sensor types in elderly care, as shown in Fig. 3, reveals that motion and 
physiological sensors are the most prevalent, reflecting a strong focus on monitoring physical 
activity, fall prevention, and vital signs, which are critical for ensuring the safety and health of 
the elderly. Vision-based sensors are moderately used, indicating a growing interest in 
noninvasive monitoring for elderly care. Environmental and body thermal sensors are emerging 
technologies, suggesting areas for future research, while the limited use of biochemical sensors 
highlights potential but underexplored avenues in elderly care. This distribution underscores 
both the current priorities in elderly care and the opportunities for innovation in sensor types for 
LLM integration to enhance personalized care and expand the scope of elderly care practices. 

Table 2
Sensor types with associated context of use in elderly care.
Motion sensors ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Environmental sensors ✓ ✓ ✓ ✓ ✓ ✓ ✓
Physiological sensors ✓ ✓ ✓ ✓ ✓ ✓ ✓
Vision-based sensors ✓ ✓ ✓ ✓ ✓ ✓
Body thermal sensors ✓ ✓ ✓ ✓
Biochemical sensors ✓Physiological param

eters

Fall dectection 

C
ognitive im

pairm
ent

A
ctivity of daily living

G
ait analysis

Physical activity recognition

Parkinson’s disease m
onitoring

K
inem

atic analysis

In-bed m
ovem

ent recognition

Pneum
onia early detection

D
iagnosis of colorectal cancer

A
m

bient assisted living

Loneliness
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5.	 Proposed Framework

	 In this section, we propose a novel methodological framework that integrates the identified 
sensor data and their associated processing techniques into LLMs for elderly care. LLMs are 
most efficient with text-based data formats, ranging from purely natural language to various 
structured and semistructured textual representation. Recent advancements in LLMs have 
demonstrated their remarkable capabilities across a range of tasks, from medical tasks(19,50–53) 
and financial data analysis(22,23) to identifying patterns in manufacturing.(29,30) Recent research 
explored the capabilities of LLMs(44,45,73–78) for processing sensor data to gain predictive insight 
for various healthcare tasks. Sensor data plays a crucial role in patients’ health outcomes, as it is 
collected in real time.
	 Integrating sensor data into LLMs is challenging owing to the complexity of processing raw 
numerical sequences essential for healthcare. Our novel framework incorporates these sequences 
into LLMs, enhancing predictive insights for elderly healthcare. As shown in Fig. 4, the 
framework has five layers: identifying sensor data sources; collecting, integrating, and 
processing data; preparing data for LLM processing; analyzing the data with LLMs; and 
interpreting the output for caregivers, as will be elaborated in the following subsections.

Fig. 3.	 (Color online) Distribution of sensor types identified across 62 included articles.
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5.1	 Data source and identification

	 Identifying the right data is essential for LLMs to generate healthcare insights. Data can 
come from the elderly’s environment, their bodies, and other sources, depending on the type of 
care needed. For example, healthcare professionals may require physiological data for health 
assessments, while caregivers may need information on physical activity, social interaction, and 
cognitive function. We have identified key sensor data sources that enrich elderly care.

5.1.1	 Motion sensors

	 Motion sensors detect physical movements and are widely used in elderly care for movement 
tracking patterns, which are essential for kinematic analysis,(81,82) fall detection,(34–38,41,43) and 
monitoring physical activity,(83) and daily living activities.(32,84–86) Common sensors used in 
elderly care include accelerometers,(34–40,83) gyroscopes,(37,41,87) PAMsysTM,(88) posture 
sensors,(89) Pablo,(90) and magnetometers.(41)

Fig. 4.	 (Color online) Proposed framework for integrating sensor data in LLM for enhanced elderly care.
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	 These are embedded into wearable and nonwearable devices such smartwatches and 
smartphones for easy use. Motion sensors are key data sources for LLMs such as 
Llama2-70B,(73,74) GPT-4,(47,76) GPT-3.5,(45,47,76) and Claude-2,(47,76) which enable personalized 
recommendations and health monitoring. These models use sensor data to monitor physical 
activities, provide physiotherapy consultations,(74) predict sleep quality,(45) and offer real-time 
monitoring of Parkinson’s disease,(76) which are vital for the elderly population.

5.1.2	 Physiological sensors

	 Physiological sensors play a key role in monitoring elderly well-being by detecting early signs 
of health deterioration and preventing crises. They measure vital signs such as heart rate, blood 
pressure, body temperature, and sleep patterns. Various sensors, including those of heart 
rate,(88–97) blood pressure,(94,98) body temperature,(94,99,100) and sleep pattern,(101) collect 
essential physiological data that LLMs use to analyze trends in vital signs and assess potential 
indicators of mental health and other physiological conditions.(102) By integrating contextual 
information, such as user demographics and health history, with sensor data on heart rate and 
sleep patterns, LLMs can generate clinically relevant insights and explain data trends related to 
mental health.(46,50)

5.1.3	 Environmental sensors

	 Environmental sensors continuously monitor elderly living spaces, providing valuable data 
for LLMs. Key types include temperature sensors,(103) humidity sensors,(104) light sensors,(105) 
pressure sensors,(106) gas sensors,(104) air quality sensors,(107) magnetic contacts(108), ultra-
wideband radar,(109) bed sensors,(84) and door sensors.(110) Humidity sensors impact respiratory 
health and comfort,(111) whereas light sensors enhance independence.(105) Pressure sensors 
monitor body position and detect pressure changes.(112) Passive infrared sensors, placed 
throughout the home, detect movements, enabling LLMs to monitor dementia, safety, and 
cognitive impairment.(110–116) Environmental sensors enhance LLMs’ enabling the analysis of 
long-term data, air temperature, air quality, and humidity, aiding dementia diagnosis and 
occupancy tracking for models such as GPT-3.5 and Llama2-70B.(117) These sensors provide a 
crucial knowledge base to LLMs for ambient sensor-based human activity recognition, the 
accuracy of which improves when contextual information such as sensor location, function, 
time, and environmental conditions are integrated.(118)

5.1.4	 Vision-based sensors

	 Vision-based sensors play a significant role in elderly care, enabling real-time 
monitoring,(119,120) activity recognition,(121,122) action recognition, and fall prevention.(39) These 
sensors incorporate computer vision technologies and visual sensors, such as RGB cameras, 
depth cameras,(123,124) and Kinect version 2,(125,126) to monitor the activities and movements of 
elderly adults in living environments. These sensors support independent living by detecting 
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normal and abnormal activity patterns. Nonintrusive data collection allows LLMs to perform 
complex tasks such as reminding seniors to wash their hands if unsanitary eating is detected.(127) 

These sensors also assist LLMs in motion reasoning, providing insights into acceleration and 
deceleration through geometrical and temporal analysis(128) and emotion recognition using 
vision sensors.(77)

5.1.5	 Body thermal sensors

	 Body thermal sensors collect data regarding changes in sweat gland activity. Data can be 
collected by placing sensors on the skin, such as on the hands, feet, or fingers.(129) For elderly 
care, these sensors can be used to monitor changes in skin conductance,(130) detect mental 
disorder,(131,132) and assess stress levels,(98) which may be indicative of hydration levels, various 
health conditions, and emotional and physical states.(133) These sensors equip LLMs with 
detailed data to track long-term temperature trends, offering insights into elderly health patterns 
and predicting potential health issues before they become severe.(48,50)

5.1.6	 Biochemical sensors

	 Biochemical sensors for elderly care are devices that detect and measure different 
biochemical markers. These sensors can be either invasive or noninvasive. Noninvasive 
sensors are attached to the skin or clothing to detect biomolecules such as glucose, 
lactate, alcohol, and ions.(134) Invasive biochemical sensors are implanted in the body to 
monitor biomolecules related to diabetes in real time.(135) Glucometers are devices equipped 
with glucose sensors and monitor diabetes levels in the elderly.(15,136) Data from wearable 
continuous glucose monitors can be presented in both numerical and graphical formats for 
easy interpretation.(137) This data serves as a knowledge base for LLMs such as GPT-4, enabling 
personalized insights into glucose levels,(75,138) linguistic summarization of glucose data,(139,140) 
and personalized recommendations.

5.2	 Data collection, processing, and integration

	 After data sources and types are identified, deploying the appropriate sensors is essential for 
data collection in areas such as living environments and wearables. Wearable devices such as 
smartwatches and fitness trackers(32,99,100,141) can be used for data collection owing to their 
affordability, ease of use, and seamless integration into daily life. They transmit data via 
Bluetooth, Wi-Fi, or cellular networks, allowing real-time uploads to cloud or local storage. 
Ambient sensors in living environments, including vision-based(123,124) and environmental 
monitoring devices,(104–109) can collect real-time data while considering privacy concerns. To 
maintain consistency across diverse sensor data, establishing data standards is crucial. These 
standards should cover naming conventions, data types, formats, units, ranges, and validation 
criteria for all sensor data.(142)
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5.2.1	 Sensor-specific data processing	

	 The data collected from the identified sensors requires diverse processing steps before being 
fed into the LLM for analysis. Each sensor type demands specific preprocessing techniques 
tailored to the nature of data it captures. Motion sensors capture data related to physical activities 
and mobility patterns such as walking, running, sitting, and fall events.(32,84–86) The raw data 
collected from these sensors are often noisy, requiring preprocessing steps such as noise 
filtering, signal smoothing, and normalization to ensure data quality. Feature extraction is 
necessary for identifying steps, posture changes, or fall events.(37,38–40,41,83,87) Temporal 
analysis helps in segmenting data into meaningful activity states (e.g., walking, running, and 
resting). This processed data helps LLMs provide accurate insights into the physical activity 
patterns of older adults. For instance, LLMs can identify irregular activity patterns or prolonged 
periods of inactivity that may signal a decline in mobility.(74,76) 
	 Physiological sensors measure vital signs, including heart rate,(88–97) respiratory rate, oxygen 
saturation (SpO2), and blood pressure.(94,98) These sensors generate time-series data, which 
must undergo artifact removal and validation to ensure accurate use in LLM applications. To 
enable LLMs to better interpret physiological data, it is crucial to preprocess the data to ensure 
consistency checking, physiological range validation, and noise removal.(143) This includes 
validating timestamps to ensure that each data entry corresponds to a valid time interval. 
Methods such as linear interpolation (commonly used for heart rate data) and exponential 
interpolation (particularly effective for respiratory rate) can be applied to fill the gaps caused by 
missing time intervals. Other techniques, such as association rule mining, clustering, and single 
value decomposition, can also be used. Each physiological parameter must be checked against 
established clinical ranges to detect anomalies, sensor errors, or outliers. These are measurements 
that deviate significantly from surrounding data points and must be addressed.(144–149) For 
example, SpO2 must be between 90% and 100%, and values below 90% should be flagged for 
clinical concern or sensor error.
	 Environmental sensor data must be standardized to consistent time intervals to enable LLMs 
to predict timely trends for parameters such as temperature and humidity. Resampling methods 
including mean, median, and interpolation are commonly used to handle time interval 
consistencies.(104,107) Beyond resampling, the data should also be checked for “stuck-at-zero” or 
“dead sensor” faults, where values remain zero for extended periods, indicating potential 
malfunctions. Removing noise is essential, as it refers to random data points that distort the true 
signal.(150,151) Common methods for noise removal include low-pass filters, which remove high-
frequency noise from temperature or humidity signals; wavelet transform methods, which 
decompose signals into frequency components to eliminate noise; and subspace methods, which 
identify and filter out noise on the basis of signal patterns.(152,153) Once processed, environmental 
data is refined for accuracy and becomes actionable. It can then be fed into LLMs for advanced 
analysis and personalized recommendations. For example, LLMs can suggest adjustment of the 
heating or cooling system to maintain optimal indoor conditions tailored to the health and 
comfort of elderly individuals. 
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	 Using LLMs to analyze vision-based sensor data provides crucial health recommendations. 
Computer vision models, such as pose estimation and object detection algorithms, process this 
data to extract meaningful features.(121,122) Since data from these sensors is typically captured in 
image or video formats, standardizing image dimensions is essential for efficient processing. 
Additional steps such as normalization and data augmentation are also critical to improve the  
efficiency of LLMs in analyzing this data. Vision-based data is inherently high-dimensional and 
complex. By focusing on relevant features and using dimensionality reduction techniques such 
as principal component analysis, data becomes easier to process,(154) enabling real-time 
integration with LLMs for actionable healthcare recommendations. Key steps such as noise 
reduction(155) and image correction(156,157) are crucial for refining the raw data. 
	 Body thermal sensors provide clinical data for identifying conditions such as fever, 
hypothermia, and other temperature-related conditions. To ensure accuracy, sensor reading 
should be calibrated to account for external environmental influences, and noise removal 
techniques should be applied. Time-series analysis of body thermal sensor data enables LLMs to 
detect gradual changes that may indicate emerging health issues.(48,50) For instance, if an 
elevated body temperature is detected alongside poor air quality, the LLM might suggest 
hydration and rest, as well as adjustments to the room environment to improve comfort and 
health.
	 Biochemical sensors provide highly specific health data, but it must be processed to remove 
noise and ensure accuracy and consistency. Feature extraction methods, such as time-window-
based feature extraction(158) and multitask self-supervised learning,(159) are used to identify 
significant biomarkers, such as glucose spikes, which may indicate issues with diabetes 
management. When integrated with LLMs, biochemical sensor data enables personalized and 
precise health recommendations. For example, LLMs can analyze glucose levels to suggest 
dietary adjustments and alert users about potential insulin requirements.(75,138)

	 Sensor data fusion, which integrates data from physiological, motion, environmental, 
biochemical, and body thermal sensors, is crucial for LLM-based applications to enhance 
contextual understanding, provide personalized insights, and generate tailored recommendations. 
Various techniques can be employed for data fusion, including probabilistic, statistical, 
knowledge-based, and inference methods.(152,160) Probabilistic methods encompass techniques 
such as Bayesian networks(161,162) and maximum likelihood estimation.(163) 

	 To seamlessly integrate data from the six sensor types, a robust data pipeline orchestration is 
essential. This pipeline ensures the efficient collection, preprocessing, validation, and fusion of 
data streams from motion, physiological, environmental, vision-based, body thermal, and 
biochemical sensors. It manages data f low across diverse formats and time intervals, 
standardizes units, handles missing or noisy data, and performs feature extraction tailored to 
each sensor type. The orchestrated pipeline combines these multimodal data streams into a 
unified format ready for analysis by LLMs. 
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5.3	 Data preparation for LLMs

	 Leveraging sensor data in LLM applications is challenging since LLMs are primarily trained 
on text. To enable LLMs to work with raw sensor data, signal transformation and data 
preprocessing are essential, allowing models to better understand and interact with the physical 
world.(164) Sensor data annotation is crucial for LLMs, especially in classification tasks such as 
labeling physical activities like standing, sitting, walking, and lying down. Annotation can be 
performed manually or automatically. Manual annotation is accurate but time-consuming and 
requires experts. Automatic methods are faster and include supervised,(165,166) semisupervised, 
and unsupervised(167) learning approaches. Supervised learning relies on prelabeled data, which 
is costly, whereas semisupervised methods have reduced labeling needs.(168) Annotated sensor 
data enhances LLMs’ understanding by linking raw data to specific conditions.
	 Further encoding is necessary to make temporal sensor data readable for LLMs and thus 
enhance next-token prediction. Methods including (1) natural language string,(169) (2) modality-
specific encoding, (3) statistical summary,(170) and (4) the Text-to-SQL method(171) can be used. 
The natural language string approach represents time series as a string of numerical digits, 
where forecasting is treated as next-token prediction, as shown in Fig. 5. Physiological and 
biochemical sensor data can be converted into text using linguistic summarization, by crafting 
specific templates for each parameter.(75) For example, “the patient exhibits an elevated heart 
rate of 120 bpm and a high blood pressure of 150/95 mmHg.” Machine learning techniques such 
as random decision tree can also translate sensor data into text, particularly for physical 
activities.(45) In this method, the decision path can be converted into a textual format. These 
methods have been evaluated using models such as GPT-3.5,(45) GPT-4o,(75) and Llama-3 
70B.(44)

	 The modality-specific encoding technique, as shown in Fig. 6, uses pretrained encoders for 
each data type to convert time-series numerical data into embeddings that share a latent space 
with language tokens. Although this approach provides detailed data representations, it 

Fig. 5.	 (Color online) Natural language string encoding. example.
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introduced complexity and computational demands that may not always lead to proportional 
performance gains.(63) For instance, LIME-BERT, a modified BERT-based pretrained encoder, 
extracts features from sensor data and converts them into embeddings that share the same latent 
space as language tokens, enabling integration with text-based data. This method has been used 
with Llama-2 for IMU sensor data.(73)

	 The statistical summarization method presents data through key statistical measures such as 
mean, standard deviation, and median. For instance, physiological data can be integrated into 
LLMs by providing statistical summaries and trends. This includes metrics such as average 
weekly steps, average weekly heart rate, and hourly steps.(48) Although this approach 
significantly reduces the volume of data to be analyzed, it risks overlooking important temporal 
patterns present in the raw data.(170) In the Text-to-SQL method, sensor data is stored in a SQL 
database with structured tables and logical relationships. LLMs are guided to generate SQL 
queries to extract and analyze sensor data.(171) For example, the Text-to-SQL method has been 
used to process biochemical sensor data analyzed with Phi3 and Llama-3 70B LLMs.(74)

5.4	 LLM processing and analysis

	 The LLM is the core analytical engine in the framework, and processes transformed data to 
identify patterns, make predictions, and generate insights. Using historical sensor data, it 
predicts risks such as falls or health deterioration. To ensure accuracy, LLMs should be trained 
with domain-specific sensor data by fine-tuning pretrained models on targeted datasets for 

Fig. 6.	 (Color online) Modality-specific encoding.
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specialized tasks.(172) Choosing the right pretrained model for the target task is essential. Various 
models are available, from healthcare-specific to general purpose. For instance, Med-Alpaca-
70B(173) is fine-tuned for medical question-answering (Q&A) using extensive medical texts. 
ClinicalCamel-70B,(174) based on the Llama-2 70B architecture and optimized with QLoRA, is 
designed for clinical applications. Palmyra-Med-20B,(175) fine-tuned on custom medical 
datasets, excels in tasks such as PubMedQA and MedQA, whereas PMC-Llama-13B(176) 
integrates knowledge from 4.8 million biomedical papers. Additionally, models such as GPT-3.5, 
GPT-4, and Llama-3 can serve as base models.
	 Fine-tuning methods can be selected on the basis of the nature of the task and data. One 
approach is instruction fine-tuning, which is particularly effective for improving model 
performance on small tasks.(177) The fine-tuning dataset consists of prompts that provide 
instructions for the desired task, followed by the expected outcomes, as shown in Fig. 7. 
However, careful optimization is required to achieve the best results. This involves designing the 
instruction dataset thoughtfully and tuning hyperparameters such as learning rate, batch size, 
and the number of epochs. Additionally, combing instruction fine-tuning with prompting 
techniques such as chain-of-thought prompting can further enhance model performance.(46)

	 Full-parameter and parameter-efficient fine-tuning are the key methods for adapting models 
to specific tasks. Full fine-tuning updates all the model’s parameters but is resource-intensive, 
requiring significant memory and computer power, often using techniques such as low-memory 
optimization(178) careful hyperparameter tuning, and regularization strategies to optimize 
performance. In contrast, parameter-efficient fine-tuning modifies only a subset of parameters, 
offering a more resource-efficient alternative.(179)

Fig. 7.	 (Color online) LLM instruction fine-tuning for sensor data.
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	 RAG, an alternative to fine-tuning, is ideal for LLM-based healthcare applications such as 
chatbots, as it combines natural language generation with information retrieval, adapting to 
evolving facts.(180) Its main advantage is the continuous updating of training data, keeping the 
model accurate.(177) Additionally, methods such as zero-shot learning, one-shot learning, and 
few-shot learning can also guide a model’s responses without modifying its parameters. These 
approaches do not involve training the network’s weights; instead, they rely on crafting 
appropriate inputs to achieve the desired output. These methods are particularly suitable for 
sensor data applications when used with RAG(49) and are useful for simpler data or small 
datasets.(181) In few-shot learning, the model is given a few task examples without weight 
updates. One-shot learning provides one example with a task description, whereas zero-shot 
learning relies solely on natural language instructions without any examples.

5.5	 Insight generation and application interface

	 At this stage of the framework, the goal is to ensure that the insights generated from sensor 
data analysis via LLM are effectively communicated to the end users who need them. The output 
of the LLMs should be translated into clear, understandable, actionable insights, 
recommendations, or alerts for caregivers. This can include natural language generation to 
create textual summaries of findings or visualization for easier interpretation. The proposed 
framework is designed with flexibility and adaptability in mind, allowing it to be incorporated 
into current healthcare infrastructures with minimal disruption. The framework can utilize IoT-
enabled devices and sensors already in use within current electronic health record systems by 
leveraging application program interfaces (APIs) and interoperability standards. For caregivers, 
the framework can provide user-friendly interfaces, such as mobile apps or web-based 
dashboards, that offer actionable insights derived from sensor data and LLM analysis. These 
tools are designed to simplify complex data into easily understandable recommendations, 
helping caregivers make timely and appropriate interventions.

5.6	 LLM operations (LLMOps)

	 The framework is concluded with the concept of LLMOps. LLMOps encompass the 
operational processes for handling, analyzing, and optimizing LLMs to generate insights from 
sensor data. It is essential for managing, deploying, monitoring, and optimizing LLMs, ensuring 
the framework’s functionality and effectiveness. LLMOps ensures that data from various 
sensors is validated, accurately processed, and seamlessly integrated into the model, enhancing 
prediction accuracy and anomaly detection. LLMOps automates the retraining of the model 
when necessary, ensuring it remains effective over time. For instance, it can automatically 
trigger model updates if sensor data patterns change, maintaining the reliability and relevance of 
the insights provided to caregivers. This can be further improved by developing an automatic 
orchestration pipeline that involves continuous integration and continuous deployment. This 
framework can serve as an abstract baseline for LLMOps in handling diverse sensor data, 
providing the necessary tools and processes to manage the LLM and ensuring that it operates 
effectively and reliably in elderly care.
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6.	 Case Study

	 To validate our framework, we developed a NodeJS-based healthcare chatbot powered by an 
LLM. This chatbot provides elderly caregivers with insights and recommendations based on 
sensor data. Leveraging LLM capabilities, it interprets elderly health data, allowing caregivers 
to inquire about health status through text or voice commands. The chatbot then generates 
responses from sensor-collected data, offering timely guidance. Figure 8 shows the flow of the 
LLM-based healthcare chatbot for elderly care.

6.1	 Dataset

	 For the experiment, the PMData(182) dataset was used, which comprises lifelogging and 
sports activity data from the Fitbit Versa 2 smartwatch and the PMSys sport logging app. The 
dataset spans five months and includes records from 16 individuals, enabling analyses such as 
predicting weight, sleep patterns, and sports activities. It contains comprehensive metrics such 
as calories burned, distance moved, heart rate, steps, time in heart rate zones, and sleep patterns. 
Additionally, detailed exercise data is provided, including start and end times, duration, activity 
type, and specific performance metrics such as distance, time, steps, speed, and other activities.

6.2	 Preprocessing 

	 Although the dataset was preprocessed, concerns about data dimensionality remained. 
Dimensionality reduction is crucial for LLM processing, especially in healthcare monitoring, as 
it reduces computational complexity, accelerates processing, and improves performance. It also 
enables cost-effective storage and transmission by feeding fewer tokens to the LLM. Imputation 
techniques were employed to address missing data, and the data was preannotated for tasks such 
as tracking calories, steps, and sleep patterns.

Fig. 8.	 (Color online) System flow of an LLM-based healthcare chatbot for elderly care using sensor data.
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6.3	 Data preparation for LLM processing

	 The crucial task involves preparing the sensor data in a format that is understandable for 
LLMs to process and analyze. As previously discussed, we explored various methods for 
transforming numerical sensor data to textual format for LLM processing. At this stage, data 
was transformed into tabular format and stored in a PostgreSQL database. We utilized the Text-
to-SQL technique to retrieve and interpret the numerical sensor data for LLM processing. The 
Text-to-SQL technique leverages natural language processing (NLP) to convert natural language 
queries into a corresponding SQL statement, enabling database interaction through human-like 
queries.(74) We employed OpenAI’s GPT-4 and GPT-3.5 to analyze sensor data stored in 
structured database tables, tailored for healthcare settings. Data such as calories, heart rate, heart 
rate zones, activity types, activity levels, and sleep and other patterns are organized in separate 
tables. We meticulously established logical relationships between each table to facilitate 
comprehensive data analysis. 

6.4	 Few-shot learning

	 To guide the LLMs, we performed few-shot learning. At this stage, we not only guided the 
model on the expected output but also helped it understand the specific schema of the database it 
would query. We provided the model with numerous examples of data to enable it to handle 
different types of query related to various sensor outputs, such as calories burned, heart rate, and 
sleep patterns. This approach allowed the LLM to efficiently manage these queries with specific 
training on sensor data. To enhance the model’s performance in generating accurate queries, we 
focused on refining our prompting strategies. Initially, we implemented simple prompts, asking 
straightforward questions without specifying any parameters. Next, we applied dialect-specific 
prompting, tailoring LLM to effectively handle the specific SQL dialect of our PostgreSQL 
database. Additionally, we incorporated elements of the database schema, such as table names, 
into our prompts to provide the model with relevant context. The most effective strategy involved 
dynamic few-shot example prompt engineering, as shown in Fig. 9. With a robust set of examples 
at our disposal, we selectively incorporated only the most pertinent examples into the prompts. 
This approach helps avoid overwhelming the model with less relevant data that could fall outside 
its context window or distract from the primary task. To facilitate this process, all the examples 
were stored in a vector database. During runtime, a similarity search was conducted to match the 
input with examples, selecting those that were most semantically similar for use in the models’ 
prompts.
	 The semantic similarity was calculated for a set of prompt examples E = {e1, e2, ..., em} and a 
set of input text I = {i1, i2, ..., in}. Each set was converted to vector representation VE = {Ve1, Ve2, 
..., Vem} and VI = {Vi1, Vi2, ..., Vin}. The prompt set E was systematically crafted using a hybrid 
approach that combined automated generation with manual validation for thoroughness and 
precision. A python script was employed to programmatically generate diverse prompts based on 
predefined templates. To reduce omissions, a coverage-based approach ensured that all relevant 
query types were systematically included. This approach begins by identifying broad categories 
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of expected queries. The prompt space P was defined as a combination of categories C (e.g., data 
retrieval, aggregation, anomaly detection) and their associated parameters Pi. For each category 
ci ∈ C, a template Ti with placeholders was defined as

	 ( , )i i iT f c P= .	 (1)

Here, Pi represents the parameters for each category. The systematic variation of these 
parameters generated a diverse set of prompts as follows.

	 1 2{ ( , ,..., ) | }i i i i ik ij iP T p p p p P= ∈ 	 (2)

This ensures that different scenarios and data types are represented. By combing these 
parameters, a large and diverse set of prompts is generated. Parameterized templates are used to 
automate the prompt generation process. For example, templates such as ‘Retrieve the average 
[parameters] for [user_id] over the last days [day]’ and ‘Find all instances where [parameter] 
exceeded [threshold] on [date]’ were used to produce a diverse set of prompts by varying 
parameters such as physiological metrics (e.g., SpO2, steps, calories), thresholds, and time 
periods. 
	 To validate coverage, we mapped generated prompt examples to their categories to ensure 
that all query types and parameter combinations were represented. Semantic coverage was 
assessed using the diversity of the generated prompts within the embedding space. The complete 
prompt set was defined as shown in Eq. (3). Additionally, we conducted a manual review to 
check for logical errors.

Fig. 9.	 (Color online) Dynamic few-shot learning prompt design. 
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	 Once all the examples and inputs were represented as vectors in a high-dimensional space, 
semantic similarity was computed for each vij corresponding to an input text i in I represented by 
their vectors Vij and Vek, as defined below.
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Here, “∙” denotes the dot product, and ǁVǁ denotes the norm of the vector. A similarity matrix S 
was constructed where each element Sjk represents the similarity between the j-th input text and 
the k-th prompt examples, as follows.
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For each row in matrix S, which corresponds to an input text, the column indices with the 
highest similarity score were identified. This process determines which prompt examples are 
most semantically similar to each input text.
	 We implemented RAG to enhance the LLM’s accuracy in Q&A tasks and recommendations 
for elderly care. RAG retrieves relevant information and integrates it into the model’s prompt, 
enriching its domain-specific knowledge. By combining retrieval and generation approaches, 
RAG involves indexing documents such as SQL templates, database schemas, and sensor data 
contextual information. The LLM processes queries using this retrieved context, which helps it 
to understand natural language more effectively and generate accurate SQL queries. In this 
system, a natural query is processed by searching the indexed documents for relevant content. 
The LLM generates an SQL query based on this retrieved context and executes it on the 
PostgreSQL database. For instance, when asked, “What is the average heart rate of my father 
today?” the system retrieved relevant schema information and generated the SQL query: 
‘SELECT AVG (heart_rate) FROM hr_table WHERE date = CURRENT_DATE;’. The 
execution returned the correct average heart rate with a personalized recommendation, 
demonstrating the system’s effectiveness. Beyond simple queries, the framework also handles 
complex scenarios such as retrieving trends, identifying anomalies, and aggregating metrics for 
broader analysis. Examples are shown in Table 3.
	 As we used OpenAI’s chat models such as GPT-4 and GPT-3.5, we optimized them by 
adjusting parameters as outlined in Table 4. Temperature controls response randomness, whereas 
topP limits token selection to a specified probability mass for nucleus sampling. 
FrequencyPenalty reduces repetition by penalizing tokens that have already appeared. Since the 
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data was stored in a database, we implemented several feasible security measures to ensure 
safety. First, we presanitized user inputs to remove potential risky characters. We also used few-
shot learning with examples of both safe and unsafe queries, validated the structure of LLM-
generated queries to detect suspicious patterns, and converted queries into parameterized 
formats where feasible. Additionally, we filtered LLM outputs using regular expressions to 
eliminate unsafe query patterns before execution.

6.5	 Mechanism for query processing and LLM-driven healthcare recommendations

	 The framework efficiently processes user queries and utilizes LLMs to provide personalized 
healthcare recommendations based on sensor data. As shown in Fig. 10, the process begins with 
Query Input, where users provide a natural language request or select predefined templates (e.g., 
“Show the average heart rate for the past week”). These inputs undergo preprocessing, where 
intent detection and parameter validation ensure accuracy and relevance. Next, the SQL query 
generation stage dynamically constructs optimized SQL queries tailored to the input, such as 
retrieving specific health metrics or aggregating trends over a defined period. The query 

Table 3
Examples of user input with associated generated queries and LLM response.
User input Generated query LLM analysis/response

Tell me the 
maximum heart 
rate and blood 
oxygen saturation 
during sleep of 
my father during 
last night.

SELECT MAX (hr.heart_rate) AS max_heart_rate, 
MAX (vs.spo2) AS max_spo2 FROM heart_rate hr 
JOIN vital_signs vs ON hr.user_id = vs.user_id AND 
hr.timestamp = vs.timestamp JOIN sleep_table st 
ON hr.user_id = st.user_id WHERE hr.timestamp 
BETWEEN st.sleep_start AND st.sleep_end AND 
DATE (st.sleep_start) = CURDATE() - INTERVAL 1 
DAY;

Your father’s maximum heart rate during sleep is 105 
bpm, slightly elevated. Consider checking if your 
father had a restless night or if there are underlying 
factors such as stress or sleep apnea. The SpO2 level 
(98%) is within normal range (95–100%). Encourage 
maintaining a healthy environment for sleeping 
such as optimal room temperature and ensuring no 
interruptions. 

Are there any 
abnormalities in 
my father’s heart 
rate during sleep 
last night?

SELECT COUNT (*) AS hr_count FROM heart_
rate hr JOIN sleep_table st ON hr.user_id = st.user_
id WHERE hr.timestamp BETWEEN st.sleep_start 
AND st.sleep_end AND hr.heart_rate > 100 AND 
DATE (st.sleep_start) = CURDATE() -INTERVAL 1 
DAY;

There were three instances of elevated heart rate 
during sleep. Consider monitoring for stress or other 
potential health issues. 

How was my 
father’s sleep 
quality last night? 
Can you analyze 
the sleep levels?

SELECT SUM(light) AS total_light_sleep, 
SUM(deep) AS total_deep_sleep, SUM(rem) AS 
total_rem_sleep, SUM(wake) AS total_wake_time, 
TIMESTAMPDIFF(MINUTE, sleep_start, sleep_
end) AS total_sleep_duration FROM sleep_table 
WHERE st.user_id = user_id AND DATE(sleep_
start) = CURDATE() - INTERVAL 1 DAY;

Your father slept for 6 hours last night, with light sleep 
for 180 min. Sleep quality is good, with sufficient deep 
sleep (90 min). REM sleep (60 min) is slightly below 
ideal. Try stress-free activities before bed to improve 
mental recovery. Minimize wake time by optimizing 
his sleep environment and bedtime routine to reduce 
disturbances.

Table 4
Parameter optimization for GPT-4 and GPT-3.5 models.
Parameter Value Purpose
Temperature 0.0 To choose the most probable next token.
topP 0.9 To consider only the top 90% of most probable tokens.
FrequencyPenalty 0.5 To reduce the repetitive responses.
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execution step interacts with the PostgreSQL database to retrieve the required data while 
handling potential errors gracefully. The retrieved sensor data is then passed to the LLM in the 
data analysis stage. Here, the LLM analyzes patterns, detects anomalies, and synthesizes 
personalized recommendations in natural language, such as highlighting a consistent increase in 
heart rate or confirming no significant anomalies; examples are shown in Table 3. By focusing 
on LLM-driven analysis, the framework provides actionable insights directly from the processed 
data. This mechanism highlights the framework’s versatility in handling diverse queries and its 
ability to deliver tailored, context-aware recommendations for effective decision-making. Each 
query is customized for user needs and follows the same workflow within the framework.

6.6	 Performance evaluation

	 We evaluated LLMs in a few-shot learning scenario using sensor data by testing their ability 
to generate accurate SQL queries in response to caregiver inquiries about elderly health. The 
focus was on retrieving relevant information and providing reliable insights, with accuracy as 
the key metric. To facilitate this, we created a ground truth using a diverse test set of prompts 
that reflected the types of SQL queries expected to be executed. This test set contained a range 
of queries with varying complexities, including selections, aggregations, joins, and queries 
involving multiple clauses such as WHERE, GROUP BY, ORDER BY, and HAVING. The 
ground truth queries were then executed in the PostgreSQL database for validation.
	 The semantic similarity between generated SQL queries and ground truth was assessed to 
determine their alignment. This involved analyzing the structure of queries, including table 
names, referenced fields, and conditions used. Figure 11 shows the performance of GPT-4 and 
GPT-3.5 in generating SQL queries for sensor data retrieval and analysis, evaluated using query 
similarity scores across prompts of varying complexity, which is determined by the number of 
conditions, joins, and nested queries. In simple prompts, the initial difference showed that GPT-4 
performed better than GPT-3.5. Both models showed improvement with dialect-specific prompts; 
however, the gap between the two models remained consistent, with GPT-4 maintaining higher 
similarity. Further refinements by adding schema information in the prompt led to another 
increase in similarity, where GPT-3.5 improved significantly, narrowing the gap between the 
two models. With few-shot examples, both models experienced a substantial jump. However, the 
gap widened slightly again in favor of GPT-4.

Fig. 10.	 (Color online) Query processing workflow using LLMs for personalized recommendation for sensor data.



Sensors and Materials, Vol. 37, No. 3 (2025)	 1123

	 In the dynamic few-shot prompts, GPT-4 reached its highest similarity value of 0.95. GPT-4 
maintained a lead throughout, with the largest difference observed in this final prompt type. 
Overall, GPT-4 consistently outperformed GPT-3.5 across all prompt types, with increasing 
similarity as the prompts became more complex or provided more contexts. Furthermore, as 
shown in Tables 5 and 6, we employed evaluation metrics such as precision, recall, and F1-score. 
Precision is the proportion of correctly generated queries among all generated queries, as shown 
in Eq. (6), recall is the proportion of correctly generated queries among all relevant queries, as 
shown in Eq. (7), and F1-score is the harmonic mean of precision and recall, as shown in Eq. (8).

	
P

Precision TP
TP F

=
+

	 (6)

	 TP
TP FN

Recall =
+

	 (7)

	 Precision Recall
F1-score 2

Precision Recall
×

= ×
+

	 (8)

	 We conducted a detailed confusion matrix analysis to evaluate the performance of the 
models. This analysis comprises key components: True Positive (TP) cases are reviewed to 
understand patterns of success, such as how correct queries are generated. False Positive (FP) 
cases are analyzed to understand instances where the model incorrectly generated a query. False 
Negative (FN) cases are identified to investigate why the model failed to recognize a correct 
query. True Negative (TN) cases are examined to confirm instances where the model correctly 

Fig. 11.	 (Color online) Results of GPT-4 and GPT-3.5 performance evaluation based on sematic similarity. 
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determined that no query was needed.Zero or low TN can indicate issues in detecting irrelevant 
cases. The confusion matrix served as a tool to identify basic error patterns and assess the 
model’s behavior in various scenarios, providing useful metrics to evaluate how many query 
components were correctly generated, ultimately leading to better results.
	 Tables 5 and 6 present results for F1-score, precision, and recall, corresponding to the GPT-4 
and GPT-3.5 models, respectively. GPT-4 consistently outperformed GPT-3.5 across all prompt 
strategies, with the most significant differences observed in the dynamic few-shot scenario, 
where GPT-4 achieved a much higher F1-score of 93.40% compared with GPT-3.5’s 62.80%. The 
superior performance of GPT-4 can be attributed to its advanced architecture, which allows for 
better contextual understanding and more accurate generation of response. Both models 
improved as prompt complexity increased, but GPT-4 showed more substantial gains, 
particularly in balancing precision and recall. 
	 While few-shot examples improved precision in both models, recall gains were less 
significant, particularly for GPT-3.5. The dynamic few-shot strategy proved to be most effective 
for both, with GPT-4 excelling in nearly all metrics, showcasing its superior ability to generate 
contextually accurate responses. In contrast, although GPT-3.5 benefited from these strategies, it 
fell short of GPT-4’s performance level owing to its relatively less sophisticated model design. 
The findings show that the accuracy of the sensor data interpretation by the LLM depends on the 
precision of SQL queries in retrieving data based on user input. Generating valid queries to 
extract sensor data from the database is crucial, and this process heavily relies on effective 
prompt engineering strategies.
	 As shown in Table 7, the results demonstrate a clear improvement in performance from the 
simple prompt to the dynamic few-shot approach when considering successful and failed cases. 
The simple prompt had a high number of failed cases (FN = 25, FP = 33), indicating limited 
contextual understanding and frequent mistakes in query generation. For instance, it often failed 
to include essential conditions such as “WHERE date = 2019-06-25” or added irrelevant joins, 
resulting in fewer successful cases (TP = 22, TN = 13). The dialect-specific prompt improved the 
number of successful cases (TP = 48) by better handling queries within a specific dialect, 
reducing FN (19). However, it failed to recognize when no query was required, generating 
irrelevant outputs (e.g., retrieving temperature instead of heart rate), leading to no TN (0) and a 
significant number of FP (26).
	 The few-shot examples strategy further increased the numbers of TP (35) and TN (16) by 
retrieving more specific queries, such as “SELECT calories, heart rate, steps FROM Activities 
WHERE date = ‘2019-07-20’”. However, it still struggled with edge cases FN (28) and had a 
moderate number of failed cases FP (14). The dynamic few-shot strategy delivered the best 

Table 5
F1-score, precision, and recall evaluation for GPT-4 
in (%).
Prompt strategy Precision Recall F1-score 
Simple prompt 38.01 44.00 40.02
Dialect-specific 64.55 71.62 68.21
Few-shot examples 71.02 55.59 62.50
Dynamic few-shot 88.55 98.92 93.40

Table 6
F1-score, precision, and recall evaluation for GPT-3.5 
in (%).
Prompt strategy Precision Recall F1-score
Simple prompt 31.33 35.21 33.14
Dialect-specific 49.51 53.11 51.28
Few-shot examples 61.44 54.00 57.96
Dynamic few-shot 66.67 60.00 62.80
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performance, with the highest number of successful cases, which includes TP (62) and TN (22), 
and the lowest number of failed cases FN (1) and FP (8). It effectively handled complex queries, 
such as aggregating summaries, and trends over time, demonstrating remarkable adaptability 
and precision. Overall, these results highlight a significant reduction in the number of failed 
cases and an increase in the number of successful cases as the prompt strategies became more 
sophisticated, with the dynamic few-shot approach achieving the most accurate and reliable 
outcomes. 
	 Table 8 provides analysis results of GPT-3.5’s performance across prompt strategies for SQL 
query generation in terms of successful and failed cases. The simple prompt strategy had a lower 
number of successful cases with TP (14) and TN (22) and a high number of failed cases (57), 
struggling with high FN (26) and FP (31). These errors were often due to missing conditions or 
unnecessary columns in the generated queries. The dialect-specific strategy showed moderate 
improvement, with 42 successful cases and 51 failed cases. While it improved recall (TP = 27), it 
frequently added irrelevant filters (FP = 28), reducing its overall effectiveness. The few-shot 
examples strategy further increased the number of successful cases to 53 and reduced the 
number of failed cases to 40. It performed well with simple trend analysis queries such as 
“SELECT MAX (heart_rate) FROM hr_table WHERE date = ‘2019-06-10’;”, but FP (23) 
persisted owing to inconsistent handling of edge cases. The dynamic few-shot strategy achieved 
the high number of successful cases (58) and the lowest number of failed cases (35). It effectively 
handled basic aggregation queries such as “SELECT COUNT (*) FROM Activities WHERE 
heart_rate > 100;”, demonstrating significant improvements in both precision and recall. While 
GPT-3.5 performed worse than GPT-4, the dynamic few-shot strategy showed the greatest 
effectiveness by substantially reducing errors and increasing successful outcomes. 
	 Moreover, the findings suggest that refining the few-shot examples provided to the model or 
adjusting prompts iteratively enhances the performance, helping to fine-tune the few-shot 
learning setup for better SQL query generation. The semantic similarity evaluation method used 
in this experiment is a flexible approach that examines the intent and structure of the query 
rather than exact syntax, performing a deep analysis of the model’s understanding and handling 
of SQL queries. However, this method requires advanced NLP efforts, which may not be 
consistently replicable and might not perform well with large-scale databases where more 
complex queries are needed.
	 The precision and recall metrics are more component-focused, and indicate the effectiveness 
of the specific parts of an SQL query, such as how well certain clauses are generated. However, 
these methods are complex because they require breaking down the query into components and 
determining the relevance of each. Without a clear understanding of what constitutes TP, FP, and 
FN in the context of SQL query components, applying these metrics correctly can be challenging.

Table 7
GPT-4 successful and failed cases for SQL query generation based on confusion matrix analysis. 
Prompt strategy Successful cases (TP + TN) Failed cases (FP + FN)
Simple prompt 22 + 13 = 35 33 + 25 = 58
Dialect-specific 48 + 0 = 48 26 + 19 = 45
Few-shot examples 35 + 16 = 51 14 + 28 = 42
Dynamic few-shot 62 + 22 = 84 8 + 1 = 9
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6.7	 Chatbot interface

	 A user-friendly web-based chatbot application, as shown in Figs. 12(a) and 12(b), was 
developed in NodeJS for caregivers to check the health status of the elderly. The caregiver can 
interact with the system using text or voice commands. Before the user input is passed to LLM, 
it undergoes validation to remove any unexpected irrelevant content. This process ensures that 
only the essential parts of the input remain, transforming it into a clear, standalone question that 
is easy for LLM to understand. The chatbot generates responses from sensor data collected from 
the elderly individual. It gracefully handles unexpected inputs by providing meaningful 
messages to guide the user back on track. It also has a fallback response mechanism. For 
example, if the chatbot cannot understand a query, it gives a generic response such as “I am not 
sure I understood that, could you please rephrase?”. For managing LLMOps, we used the 
LangChainJs(183) framework, which is specifically tailored for developing LLM-based 
applications within a NodeJS environment. It provides a well-orchestrated pipeline for LLMOps. 
The LLM delivers well-formatted and human-readable insights in response to the user’s inquiry 
via the chatbot interface. Additionally, the chatbot offers recommendations based on insights 
derived from sensor data and retains this information in its memory for future interactions.

7.	 Discussion

	 In this study, we proposed a methodological framework to integrate diverse types of sensor 
data with LLMs for elderly care. The types of sensors and their specific processing techniques 
for elderly care were identified through a comprehensive systematic review. In the review, we 
found six major categories of sensors used for diverse applications in elderly care. These 
categories include motion, physiological, environmental, vision-based, body thermal, and 
biochemical sensors. This identification of sensor technologies and their associated data types 
served as a foundational understanding of data sources, data collection, preprocessing, and 
integration, all of which are key components of the proposed framework. By incorporating such 
diverse sensor data, the proposed framework can generalize the adaption of LLMs for various 
healthcare applications in home settings, such as vital sign monitoring,(91–99,184) fall 
detection,(34–40,83) cognitive impairment,(110,113) daily life activity monitoring,(32,84–86,104,185) 
physical activity recognition,(91) kinematic analysis,(81,82) ambient assisted living,(100) and social 
isolation.(186)

	 The proposed framework demonstrates that LLMs have the ability to analyze physiological 
sensor data to derive insights about vital sign parameters such as heart rate, caloric expenditure, 

Table 8
GPT-3.5 successful and failed cases for SQL query generation based on confusion matrix analysis. 
Prompt strategy Successful cases (TP + TN) Failed cases (FP + FN)
Simple prompt 14 + 22 = 36 31 + 26 = 57
Dialect-specific 27 + 15 = 42 28 + 23 = 51
Few-shot examples 27 + 26 = 53 17 + 23 = 40
Dynamic few-shot 30 + 28 = 58 15 + 20 = 35
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heart variability, sleep patterns, oxygen situation, active zone minutes, and physical activity 
patterns such as steps, walking, and running. These sensors serve as crucial data sources for 
LLM-based applications in monitoring the vital signs of elderly adults. Given this data, LLMs 
function as few-shot learners, effectively learning from physiological sensor data to provide 
valuable health insights.(170,187) Each sensor class provides a unique benefit for elderly care. 
Integrating this data into LLMs can considerably enhance elderly care through continuous 
monitoring and quick response. However, addressing privacy and data accuracy is crucial to 
maximizing benefits while maintaining the dignity and trust of the elderly adults.(188,189)

	 Integrating LLMs with sensor-generated data is challenging owing to various data formats. 
Transforming signal-based and numerical data into a processable format is essential. Encoding 

Fig. 12.	 (Color online) Chatbot Interface: (a) initial user input and (b) continuation of conversation.

(a) (b)
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methods such as natural string encoding,(169) statistical summary encoding,(170,190) modality-
based encoding,(63) and Text-to-SQL(74,171) enhance the capabilities of LLMs. However, 
modality-based encoding, although powerful, is complex and may lead to loss of detail, while 
natural string encoding is simpler but may not handle complex data adequately. In this study, we 
found that despite the encoding methods mentioned, well-structured sensor data stored in 
databases can serve as a knowledge store for LLMs. LLMs can access and process this data by 
interacting with database tables via the Text-to-SQL method. In the experimental results, we 
found an improvement in efficiency in data retrieval. Text-to-SQL can quickly extract only the 
relevant data needed for a specific context, reducing the processing burden. However, converting 
all sensor data into textual format is resource intensive.(44,47) 
	 This process is enabled by few-shot learning, rather than extensive fine-tuning of the model’s 
parameters.(170) Few-shot learning significantly enhances an LLM’s capabilities to generate 
accurate SQL queries for retrieving and analyzing sensor data. This approach is particularly 
useful in LLM-based Q&A applications, such as healthcare chatbots. However, it requires more 
prompt engineering efforts because the output of the LLM depends on the robustness and the 
accuracy of the generated query to retrieve the sensor data from the database tables.
	 Validating queries is essential and can be done by evaluating the LLM’s performance in 
generating them by methods such as few-shot learning. In this study, we assessed query accuracy 
by comparing their semantic structure with the ground truth, assigning a similarity score 
between 0 and 1, with higher values indicating greater alignment. An alternative approach 
measures LLM accuracy by calculating the ratio of successful matches to total queries, including 
both successes and failures.(191) While the semantic similarity approach matches all the semantic 
components of the queries (generated and ground truth), leading to identical results from the 
database, the accuracy of this approach was found to be more dependent on how comprehensive 
the ground truth is.
	 Our proposed framework can be integrated into existing health monitoring systems as a 
multimodal solution, combining sensor data, temporal information, and LLM-driven health 
insights. This integration is technically feasible through API services, which enhance 
interoperability. However, additional improvements are required to increase generalizability. For 
example, it is necessary to implement the automation of a data preprocessing pipeline that 
directly handles health monitoring data to ensure expected and reliable performance.(61,192) 
Prompt optimization would also be needed to improve the consistency and uncertainty for LLM 
health predictions with existing systems.(117) To further enhance the scalability of the proposed 
framework for seamless integration with existing systems, implementing a robust edge-cloud 
architecture would be essential to reduce the latency and bandwidth usage.(117)

	 Despite these advantages of the proposed framework, there are certain limitations that 
necessitate further exploration. In this study, we aimed to improve elderly care in home settings; 
however, some geographical limitations may arise. The framework relies on IoT infrastructure 
for collecting sensor data, so regions with limited IoT infrastructure or connectivity may face 
challenges in deploying the system effectively. Additionally, some regions may have stricter data 
privacy laws for AI in healthcare, making regulatory compliance a critical consideration when 
deploying the system. The success of the framework also heavily relies on the ability of 
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caregivers and elderly individuals to effectively use the technology. In regions with low digital 
literacy, this could pose a significant barrier.
	 Additionally, to make sensor data interpretable for LLMs, data is stored in an SQL database, 
which may raise security concerns, particularly for Q&A systems that execute model-generated 
SQL queries. Robust security practices such as strict connection permission and private 
deployment of LLM can help address this issue. The current evaluation primarily focused on the 
semantic structure and the accuracy of query building components, rather than holistic results of 
the queries or entire system performance. While outcomes are affected by the nature of the 
queries, discrepancies may arise owing to the LLM misinterpreting user input or errors in 
schema understanding; these can potentially lead to unexpected results. To address these 
limitations, future work will include a comprehensive performance evaluation of the entire 
system in real-world settings. In this evaluation, we will assess key aspects such as accuracy, 
usability, reliability, and security when integrated with live sensor data to provide caregivers 
with actionable health insights and personalized recommendations for elderly care. Additionally, 
we aim to conduct controlled experiments and real-time case studies to systematically evaluate 
the system’s workflow and its ability to provide caregivers with actionable health insights and 
personalized recommendations for elderly care. This holistic approach will help identify 
potential bottlenecks, improve system performance, and enhance practical applicability in 
elderly care scenarios.

8.	 Challenges and Opportunities

	 The integration of LLMs with various sensor data presents unique challenges and 
opportunities. Understanding these aspects is crucial for effectively leveraging LLMs in 
processing and interpreting sensor data. LLMs function as black-box models, making their 
decision-making processes difficult to understand. This lack of interoperability and transparency 
poses significant challenges when analyzing sensor data with LLMs in healthcare settings.(61) 
Developing explainable AI techniques for LLMs can help stakeholders understand the factors 
influencing the model’s predictions, enabling more informed decision-making based on the 
outputs.(48) Attention mechanisms can be used to identify the most relevant parts of the input 
data, providing transparency in the model’s decision-making process.(193) These approaches can 
offer insights into how LLMs process and analyze data.
	 Integrating physiological and motion sensor data with LLMs is complex, requiring data 
harmonization, noise filtering for IMU data, and strict privacy for ECG and photoplethysmography 
data. This demands robust data fusion techniques and precise synchronization of multimodal 
data.(194,195) LLMs, being computationally intensive, may face challenges in adapting sensor 
data in real time, which is critical for emergency response. Optimizing models and training 
algorithms can help mitigate this issue. For instance, incorporating machine learning techniques 
with LLMs can provide a balanced solution for accurately integrating real-time data.(196) 

Additionally, edge computing can be a promising approach for distributing the computational 
load.(197)
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9.	 Conclusions

	 In this study, we addressed a critical gap in elderly care by proposing and implementing a 
framework that integrates diverse sensor technology for collecting data, including physiological, 
environmental, and biochemical data, with LLMs to enhance health monitoring and support for 
caregivers. Our review of existing literature identified key sensor types and their data outputs 
such as physiological, motion, environmental, and biochemical sensor and data, alongside 
processing techniques that enable real-time health monitoring, forming a solid foundation for the 
proposed framework. These sensor-driven data streams provide timely and actionable insights, 
ensuring proactive elderly care. Through few-shot learning, GPT-4 demonstrated that properly 
structured, real-time sensor data from heterogeneous sources can be effectively interpreted by 
LLMs to generate clinically relevant insights, outperforming GPT-3.5.
	 The results reveal significant benefits in enhancing caregiver support, underscoring the 
potential of this approach to transform elderly care. However, the study’s generalizability is 
currently limited by the exclusive use of the GPT-4 and GPT-3.5 models. In future work, we will 
expand the framework by integrating other LLMs such as Llama3, DeepSeek, and domain-
specific models such as PubMedQA, BioGPT, and ClinicalGPT, assessing their accuracy and 
response time, and the relevance of LLM-generated queries to users’ queries. Key challenges 
include adaptability to diverse data formats, data privacy, scalability, and bias reduction. 
Addressing these challenges will strengthen the framework’s robustness and applicability. A 
user study will also be conducted to evaluate the chatbot interface and gather caregiver feedback, 
ensuring that the system meets practical needs. Despite its limitations, this study sets a new 
benchmark for advancing AI-driven elderly care through the innovative integration of sensor 
technology and LLMs. The synergy between sensor-driven health monitoring and AI-powered 
analytics holds immense promise for significantly improving the quality of life for the elderly, 
marking an important step forward in the evolution of personalized, sensor-assisted healthcare 
solutions.
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