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 With the advent of AI technology, cloud computing power has been enhanced in edge 
computing used in personal devices such as laptop computers. To meet the computational 
demands, the performance of laptop computers has been improved. However, the improved 
performance leads to the heat generation of the central processing unit (CPU) and graphical 
processing unit (GPU). The limited size of the laptop computer limits the efficiency of its 
cooling system, which affects its stability and lifespan. Therefore, it is necessary to develop an 
optimized cooling system for the laptop computer using highly thermally conductive materials 
for efficient heat transfer. The cooling area and fan speed must be increased, and the air duct 
needs to be designed to increase airflow rate. Fan type and speed must be selected considering 
cooling effects. Appropriate heat pipes and radiators are also necessary to dissipate heat to the 
outside of the laptop computer. In this study, we developed an optimal cooling solution to 
improve the cooling efficiency of a laptop computer and compared it with existing ones. We 
adopted the finite volume method for the simulation, verification, and optimization of the 
developed	solution.	At	ambient	temperatures	of	25,	30,	and	35	℃,	the	fan	speed	was	adjusted	to	
2800,	3200,	and	4000	RPM	to	maintain	the	temperature	of	the	CPU	at	67.4,	67.3,	and	67.1	℃,	
respectively. 
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1. Introduction

 Laptop computers are essential in modern life as they are light and portable, making them 
appropriate for various purposes. However, laptop computers generate a large amount of heat 
when in use.(1) If such heat is not effectively dissipated to the outside, the central processing unit 
(CPU) and graphical processing unit (GPU) can become overheated, decreasing the performance 
and lifespan of the laptop computer and causing the system to be unstable. To dissipate the heat, 
fans are used at high speeds, generating significant noise(2) and negatively affecting the user 
experience.(3)

 Amid the rapid development of AI technology, the cooling of AI computing systems has 
become increasingly important. High-performance AI hardware with high-performance CPUs, 
GPUs, and tensor processing units (TPUs) consumes a large amount of electrical power for deep 
learning and big data processing, resulting in significant heat generation.(4) If this heat is not 
effectively dissipated, the system performance may degrade, potentially causing damage. 
Therefore, an appropriate cooling system is critical in AI computing systems. The design of the 
cooling system of laptop computers is also crucial to increase their performance. One simple 
way to achieve efficient heat dissipation is by increasing the cooling area of electronic and 
mechanical components. This helps to transfer heat more effectively from the source to the 
outside.
 In designing a cooling system, heat sinks, heat pipes, the topology optimization of radiators, 
and cooling materials must be chosen considering the overall cooling performance.(5) Heat sinks 
are widely used in electronic devices to dissipate the heat generated by the components of 
computers. In mechanical equipment, heat sinks disperse the heat of the internal combustion 
engine and the hydraulic system. Heat sinks are also utilized in cooling equipment such as air 
conditioners and refrigerators. In the design of heat sinks, their surface areas and volumes are 
used as indicators to measure their performance(6−9)	as a larger surface area shows a stronger 
cooling effect. 
 Heat dissipation resistance is a measure of how the transfer of heat is impeded in a heat sink. 
The lower the heat dissipation resistance, the stronger the cooling effect. Heat dissipation 
efficiency is measured to estimate the effectiveness of a heat sink in transferring heat to the 
outside. The higher the efficiency, the stronger the cooling capability. Heat pipes are effective 
cooling components that are used to transfer heat from heat sources such as CPUs or GPUs to 
fans or heat sinks. Therefore, the design of heat pipes is crucial for laptop computers.(10) In 
laptop computers, heat pipes must be small but with reliable heat dissipation capability. 
 Cooling capacity is measured in watts (W). Mochizuki et al. and Wang et al. applied heat 
pipes in laptop computers and estimated their cooling efficiency.(11,12) Adham et al. analyzed the 
heat transfer and fluid dynamics of microchannel heat sinks in electronic devices.(13) To improve 
heat transfer, the topology of heat pipes must be optimized by establishing a mathematical 
model,	 defining	 design	 objectives,	 and	 setting	 design	 constraints.(14) For optimization, the 
mathematical model is constructed considering geometry, materials, thermal flow, and fluid 
dynamics. The purpose of the heat pipe design is to minimize the thermal or airflow resistance 
and constraints such as volume or weight. Rahman et al. discussed the effects of the thermal 
properties of the envelopes on the reduction in cooling load.(15) Their study focuses on multi-
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objective	 optimization.	 The	 selection	 of	 the	 proper	 material	 is	 crucial	 for	 heat	 transfer	 in	 a	
cooling system.(16) The common materials used for the cooling system of a laptop computer are 
copper and aluminum owing to their high thermal conductivity, lightweight, and low cost. 
Graphite is also utilized because of its excellent thermal performance, although it is expensive.(17) 
Phase change materials (PCMs) are also often used as they absorb or release significant amounts 
of heat and effectively transfer heat.(18)

 Various designs have been proposed to improve the cooling efficiency of laptop 
computers.(19,20) The positions, sizes, materials (cooling liquid and thermal paste), and numbers 
of cooling fans and air ducts have been explored.(19–22) To optimize the cooling effects, heat 
transfer in heat sinks is simulated to estimate their efficiency.(23) Wu et al. and Ghosh et al. 
improved the structural topology design to optimize heat conduction and cooling 
performance.(24,25)	Ismail	also	used	3D	modelling	and	the	standard	k-ω	turbulent	model	to	test	
the heat sink designs.(26) Deaton and Grandhi presented various cases of structural and 
continuous topology optimization while determining the thermal resistance.(27) Dilgen et al. 
based their topology cooling optimization for turbulent heat transfer, noting that flow resistance 
affects cooling efficiency.(28) Yuan and Coskun focused on finding materials with higher 
thermal conductivity, as increased data center and server performance has made heat dissipation 
one of the key considerations in server design.(29) The effect of the fan speed of a laptop computer 
on thermal management was also explored.(30−32) The cooling efficiency of laptop computers 
depends on the fan speed and ambient temperature. However, the impact of ambient temperature 
on the heat generation and transfer of the CPU in laptop computers has not yet been investigated. 
Thus, we explored the relationship and the combined effects of fan speed and ambient 
temperature on the cooling efficiency of the laptop computer in this study.
 We combined the topology of air ducts (fan and air inlet), air inlets (inlet diameter and 
spacing), and heat sinks (length, width, and fin spacing), and static pressure and optimized 
parameters with forced convection. We analyzed the temperature of the CPU at different fan 
speeds and ambient temperatures and their relationship to maintaining a constant CPU 
temperature. A control system for the fan speed was developed to maintain a stable CPU 
temperature in accordance with the ambient temperature. The results provide the basis of the 
design of the cooling system of the laptop computer to maximize its cooling effect.

2. Mathematical Theories

 We used the computational fluid dynamics (CFD) software for the thermal analysis of the 
laptop computer. Heat transfer and CFD equations were applied to analyze the pressure, velocity, 
and temperature. 

2.1 Thermal transfer equations

2.1.1 Heat conduction

 Thermal analysis equations involve multiple physical concepts, including heat conduction, 
convection, and radiation. The transfer of heat is simulated using Fourier’s law of heat conduction 
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and the laws of heat convection and radiation. The CFD equations are used with Fourier’s law of 
heat conduction in the finite volume method (FVM).

   q k T=− ∇ , (1)

where k is the thermal conduction coefficient of the material.
 The heat conduction equation describes the process of heat transfer in solid materials. 
Depending	on	the	dimensions	of	the	analyzed	object,	the	equation	is	expressed	in	one-,	two-,	and	
three-dimensional forms. We used the three-dimensional heat conduction equation as follows.
 The one-dimensional heat conduction equation is applied to simplify heat conduction 
problems. 

 
2

2
T T
t x

α∂ ∂
=

∂ ∂
 (2)

 The two-dimensional heat conduction equation is applied to heat conduction problems in 
two-dimensional structures such as planes or cylinders. 

 
2 2

2 2
T T T
t x y

α
 ∂ ∂ ∂

= +  ∂ ∂ ∂ 
 (3)

 The three-dimensional heat conduction equation is applied to heat conduction problems in 
three-dimensional structures.

 
2 2 2

2 2 2
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t x y z

α
 ∂ ∂ ∂ ∂

= + +  ∂ ∂ ∂ ∂ 
 (4)

2.1.2 Heat convection

 In CFD, different forms of convection equations can be used to analyze electronic thermal 
problems under different fluid flow conditions. The heat convection equation describes the 
process of heat transfer in the laminar and turbulent flows. The law of heat convection describes 
the convective heat transfer as follows.

 q h T= ∆  (5)

 The laminar convection equation is applied to slow fluid flows.

 2T T T Tu v w T
t x y z

α∂ ∂ ∂ ∂
+ + + = ∇

∂ ∂ ∂ ∂
 (6)
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 The turbulent convection equation is applied to very slow fluid flows.
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Here, kt is the turbulent heat conductivity. 

2.1.3 Heat radiation

 The radiation equation describes the process of heat transfer in electromagnetic waves with 
grey or nongrey radiation. For grey radiation, the emissivity of the material is assumed to be 
constant across different wavelengths [Eq. (8)] in contrast to nongrey radiation [Eq. (9)].

 �� ��T q Tin ref
4 4� �

 (8)

 �� � � �� � � � ��
�

�
� �� T q din

4
0  (9)

Here, ε(λ) is the emissivity of the material at wavelength λ. In CFD, different forms of radiation 
equations are used to analyze the heat dissipation of different materials.
 In addition to the above equations, the solid–liquid phase change, contact resistance, and 
natural convection are considered in the heat dissipation process of electronic components. The 
solid–liquid phase change and contact resistance at the interface between different materials 
hinder heat transfer, while natural convection, in the absence of forced convection, affects heat 
conduction. In this study, CFD was used to simulate heat dissipation by incorporating such 
factors.

2.2 CFD equations 

 CFD is commonly used to simulate fluid flow and heat transfer when using fans to obtain the 
parameters of fan flow. In CFD, Navier–Stokes, continuity, and energy conservation equations 
are used frequently.

2.2.1 Heat conduction

 A change in velocity on the y-axis within an element of small-volume fluid is depicted in Fig. 
1, assuming that the volume and the mass charge rate to time are not changed [Eq. (10)].
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 M x y z
t

�
�
�
� � � �  (10)

 The flow out ( flowout) of the volume is expressed as follows. 

 
uu x y z

x
ρρ δ δ δ∂ + ∂ 

 (11)

 Netflow-out	=	−( flowout	−	flowin) (12)

 flow out
uNet x y z

x
ρ δ δ δ−
∂

= −
∂

 (13)

 In three dimensions, 

 flow out
u v wNet x y z

x y z
ρ ρ ρ δ δ δ− =

 ∂ ∂ ∂
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. (14)

 The sum of the mass change rate (M ) and the net flow of mass out (Netflow-out) equals zero.

 0 u v wx y z x y z
t x y z
ρ ρ ρ ρδ δ δ δ δ δ

 ∂ ∂ ∂ ∂
+ + + = ∂ ∂ ∂ ∂ 

 (15)

 For an infinitely small volume (i.e., δxδyδz	→	0),	it	yields

 0u v w
t x y z
ρ ρ ρ ρ ∂ ∂ ∂ ∂
+ + + = ∂ ∂ ∂ ∂ 

. (16)

Fig. 1. (Color online) Velocity on y-axis	in	small-volume	fluid	element	with	δx, δy, and δz.
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2.2.2 Momentum equation

 A change in normal stress σy is demonstrated in Fig. 2. A change in shear stress τxz on the 
y-axis is presented in Fig. 3.
 The net normal stresses σx, σy, and σz in the x-, y-, and z-directions are expressed as 

x x y z
x
σ δ δ δ∂
∂

, y x y z
y
σ

δ δ δ
∂

∂
, and z x y z

z
σ δ δ δ∂
∂

, respectively. The net shear stresses in the x-, y-, 

and z-directions are described as xy xz x y z
y z
τ τ δ δ δ
∂ ∂

+ ∂ ∂ 
, yx yz

z x
τ τ∂ ∂ 

+ ∂ ∂ 
, and zyzx

y x
ττ ∂ ∂

+ ∂ ∂ 
, 

respectively.

 The change in velocity U


 is given as

 
y

δ δ δ δ δ
 ∂ ∂ ∂ ∂

= + + + ∂ ∂ ∂ ∂ 

U U U UU x y z t 
x z t

   



, (17)

where δU is the sum of U change in volume and U change in time.

Fig. 2. (Color online) Change in normal stress σy	in	small-volume	fluid	element.

Fig. 3. (Color online) Change in shear stress τxz on y-axis	in	small-volume	fluid	element.
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 Dividing Eq. (16) by δt yields

 δ δ δ δ
δ δ δ δ

 ∂ ∂ ∂ ∂
= + + + ∂ ∂ ∂ ∂ 

U U x U y U z U
t x t y t z t t

    

. (18)

 The mass of the fluid element is ρδxδyδz. Considering the body F �� �� �f ki f j fx y z
 



 and 
plugging net normal and shear stresses, Eq. (18), as Newton’s 2nd Law, yields
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+ + + = + + +  ∂ ∂ ∂ ∂ ∂ ∂ ∂   
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 In a Newtonian fluid, the normal and shear stresses related to the fluid pressure and viscosity 
are expressed as follows.
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 Substituting Eqs. (20) into Eq. (19) yields the Navier–Stokes equation:

 2 x
u u u u u v u w uu v w p f
x y z t x x y x y z x z

ρ µ µ µ
      ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   + + + = − + + + + + +         ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂          

, (21a)

 2 y
v v v v v v v w vu v w p f
x y z t x x y x y z x z

ρ µ µ µ
      ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   + + + = − + + + + + +         ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂          

, (21b)

 2 z
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ρ µ µ µ
      ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   + + + = − + + + + + +         ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂          

. (21c)

 A vector form of the Navier–Stokes equation is expressed as

 ( ) 2 g
t

ρ µ ρ
 ∂

+ ⋅∇ = −∇ + ∇ + ∂ 

U U U P U


   

. (22)

 In the analysis of fluid dynamics and thermal transfer, the gravity acting in the y-direction is 
considered.

 ( )1  y reff g p x y z
p

ρ δ δ δ= −  (23)

 Considering the buoyancy force in the y-direction, the Boussinesq approximation is formatted 
as follows.(33)

 ( )  y reff g T T x y zβ δ δ δ= −  (24a)

 where 1
p T

ρβ ∂ = −  ∂  p
 (24b)

 The performance parameters for airflow were obtained using CFD. In a steady flow, we 
ignored the changes in air density and the effect of buoyancy in this study. By considering air as 
an inviscid fluid, the continuity and momentum equations [Eqs. (18) and (22)] are simplified as

 ( ) 0 Uρ∇ ⋅ =


, (25a)

 ( ) g
t

ρ ρ
 ∂

+ ⋅∇ = −∇ + ∂ 

U U U P


  

. (25b)
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2.2.3 Energy equation

 According to the first law of thermodynamics and the conservation of energy, the energy 
change rate of the element is equal to the sum of the net heat flux of heat into the element and the 
rate of work on the element via the body and surface forces, and source terms. The rate of work 
on the fluid element via the surface force is equal to the product of force and the components of 
velocity in the force direction (Fig. 4).
 As indicated in Fig. 4, the fluid’s internal energy and kinetic energy are expressed as

 1
2xE u e dydzρ  = + ⋅ 

 
U U
 

, (26a)

 1
2yE u e dxdzρ  = + ⋅ 

 
U U
 

, (26b)

 1
2zE u e dxdyρ  = + ⋅ 

 
U U
 

, (26c)
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x

ρ
ρ

   ∂ +   =      + +  ∂  

, (26d)

 ( )
2

, 2

1
2y dy

u e U
E dxdz

v e U dy
y

ρ
ρ

   ∂ +   =    + + ∂ 

, (26e)

Fig.	4.	 Energy	balance	in	cubic	fluid	element.
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 Integrating the fluid’s internal energy and kinetic energy yields
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 The total heat in the fluid’s control volume [Eq.(4)] is expressed as

 T T TdQ dxdydz
x x y y z z

λ λ λ
  ∂ ∂ ∂ ∂ ∂ ∂   = + +     ∂ ∂ ∂ ∂ ∂ ∂     

. (28)

 Considering the work of the fluid pressure and the normal and shear stresses on the element, 
the net works on the x-, y-, and z-axes are calculated as

 xyxx xz
x

vu wP udW dxdydz
x x x x

τσ τ∂ ⋅ ∂ ⋅ ∂ ⋅∂ ⋅
= − + + + ∂ ∂ ∂ ∂ 

, (29a)
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z
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. (29c)

 For energy conservation, the combustion heat ( sqρ ⋅ ) and the pipe’s friction force (µ ⋅∅) 
considering electromagnetic force (K ⋅Θ) with Eqs. (26)–(29) yield
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 The fluid element’s internal energy is expressed as

 p
Pe c T
ρ

= ⋅ − , (31)

where Cp is the specific heat at constant pressure.
 Substituting Eq. (31) into Eq. (30) yields
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 (32)

 Assuming that air density (ρ) is constant and neglecting the electromagnetic force (K V⋅ ), 
combustion heat ( sqρ ⋅ ), and radiation heat (µ ⋅∅), Eq. (32) in vector form is given as

 ( ) ( ) ( )p p s
PC T C T T K V q

t t
ρ ρ λ ρ µ∂ ∂

+∇ ⋅ = ∇ ⋅ ∇ + + ⋅∇ + ⋅ + ⋅ + ⋅∅
∂ ∂

U U P
  

. (33)

 In the thermal flow field, the air density change is ignored. In this case, ρ	is	constant.	∂P/∂t 
and ⋅∇U P

 

 have minimal impact and thus are also ignored. K V⋅  is also ignored. Regarding 
viscous dissipation, µ ⋅∅ is ignored except for high-speed flows or significant shear. sqρ ⋅  is 
simplified to a general source term S, which represents various heat source effects. On the basis 
of the fundamentals of heat and mass transfer, Eq. (33) is given as(34)

 ( ) ( ) ( )Tp pC C T T S
t
ρ ρ λ∂

+∇ ⋅ = ∇ ⋅ ∇ +
∂

U


. (34)

2.3 Semi-implicit method for pressure-linked equation (SIMPLE)

 Thermal simulation and fluid dynamic analysis are used to estimate thermal dissipation. 
Thus, SIMPLE was employed for heat convection calculation in this study. 
 The SIMPLE process is as follows.
(Step A) Initial guess of the pressure field P* and velocity field U*

(Step B) Momentum equation
 For a steady flow in thermal dissipation, Eq. (24b) is simplified as 

 ( ) gρ ρ⋅∇ = −∇U U P
  



 (35a)

or
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 [ ] = −∇A U b P
 

. (35b)

The guessed pressure field P* is used to solve the momentum equations and obtain the temporary 
velocity field U*.

 * *AU b P= −∇  (36)

(Step C) Pressure correction 
 Using Eq. (24a) and ignoring the change in air density in forcing flow, 

 ( ) 0 U∇⋅ =


. (37)

The relationship between P' and U' is given as

 ( )* 0 U U ′∇ ⋅ + = , (38)

where U P′ = −∇ ′.
(Step D) Pressure and velocity updates

 P = P* + P', (39a)

 U = U* + U'. (39b)

(Step E) Repeat steps B to D until convergence
 We created the SIMPLEST algorithm by incorporating the skew transport into the SIMPLE 
algorithm (Fig. 5). In the algorithm, we considered the skew transport in SIMPLE [Eq. (40)],

 ( )pC Tρ∇ ⋅ U


, (40)

where ρ is the air density, Cp is the specific heat capacity at constant pressure, U


 is the velocity 
vector of the fluid, and T is the temperature. 
 In this study, the SIMPLEST algorithm was used to correct velocity and pressure until 
differences between calculated and measured values reached a predetermined value. Then, the 
obtained pressure and velocity were used to calculate temperature. The Flotherm convergence 
conditions were met when the ratio of the deviation to the previous values of pressure, velocity, 
and temperature reached 0.5%, at which point the calculation was terminated, or when the 
number of iterations reached 3000.
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3.	 Model	Design	and	Verification

 The laptop computer used in this study featured a bottom-mounted cooling system with a 
heat pipe of 8.0 mm diameter. The radiator was made of copper. A thermal model for the laptop 
computer was established using 3D CAD (Computer Aided Design) models and CFD software 
with verification conditions including ambient temperature and workload. Simulated 
temperatures were compared with measured ones to evaluate the accuracy.

3.1 Thermal model

 The model setting and the positioning of the heat transfer components are shown in Fig. 6.
 The dimensions of the laptop computer were 310 × 225 × 20 mm (width × length × height). 
The weight was smaller than 2 kg. The specifications of the computer are described in Table 1. 
The body was made of aluminum alloy, which is lightweight, and strong, and has a high thermal 
conductivity. There was a cooling vent at the bottom for forced cooling and heat dissipation. The 
cooling components included a fan, heat pipes, and heat fins. The dimensions of the fan were 
87 × 87 × 6.0 mm and the blade thickness was 0.15 mm. The fan blades were made of liquid 
crystal polymers, and the fan contained a fluid dynamic bearing, copper sleeve, bonded NdFeB 
magnet, and three-phase motor. The diameter and length of the heat pipe were 8.0 and 294.2 
mm, respectively. The material of the fins was pure copper (C1100) with the dimensions of 87.6 
× 20 × 6.18 mm, and its thickness was 0.1 mm. The thermal paste of the cooler had a thermal 
conductivity (K) of 5, and the power consumption of the CPU was 22W (Table 1).

Fig. 5. SIMLEST algorithm.
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3.2 Mesh count and accuracy 

 We used three different numbers of meshes to simulate the temperature of the CPU: 70000, 
400000, and 7000000 meshes (Fig. 7).
 We constructed a thermal conduction model for simulation. The simulation was conducted 
using	CFD	 and	 turbulence	modeling	 using	 the	 k-ε	model.	We	 calculated	 the	 accuracy	 of	 the	
simulation using the temperature gradient of Intel Xeon® CPU Max 9462. The simulated 
temperatures are shown in Table 1. 
 To verify the simulation result, we measured the temperature of the keyboard. We used an 
infrared camera to measure the temperature distribution on the keyboard surface. The simulated 
and measured temperatures are shown in Fig. 8.
 The simulation temperature matched the measured ones. The hottest area of the keyboard 
was located near the ESC, F12, and power buttons. The temperature gradient was apparent. The 
simulated	CPU	temperature	at	70000	meshes	was	74.7	℃	with	a	difference	of	11.4%	from	the	
measured	 temperature	of	67.0	℃.	At	400000	and	7000000	meshes,	 the	difference	was	0.9%.	
Despite the decreased difference, the required computational time was longer for 400000 and 
7000000 meshes than for 70000 meshes. We selected 400000 meshes for the simulations in the 
subsequent analysis considering computational time and accuracy. 

4. Parameter Analysis

 The cooling mechanism of the laptop computer involved forced convection to dissipate heat 
using the fins of the heat sink (Fig. 9). The designs of the air outlet and fins are depicted in 
Fig. 10.

Table 1
Simulated	temperatures	and	errors	(compared	with	measured	temperature)	at	different	meshes.
Number of meshes Simulated	temperature	(℃) Difference	from	measured	temperature	(%)

70000 74.7 11.4
400000 68.7 2.5

7000000 67.6 0.9

Fig. 6. (Color online) Model structure of heat transfer components of laptop computer.
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Fig. 7. (Color online) Numbers of meshes in the simulation of temperature: (a) 70000, (b) 400000, and (c) 7000000 
meshes.

(a)

(b)

(c)
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 The distance (Dg) between the fan and the air inlet affects the pressure loss, airflow rate, and 
cooling efficiency. This topology of the airflow path is important as it affects the cooling 
efficiency. With the number and height of the outlet unchanged, the width of the outlet (Hd) was 
adjusted.	The	constraint	condition	was	Hd < H, where H is a fixed value. To enhance the thermal 

Fig. 8. (Color online) Simulated and measured temperatures of keyboard at 400000 meshes: (a) Simulated and (b) 
measured temperatures.

(a)

(b)

Fig. 9. (Color online) Mechanism of forced convection.
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conductivity and cooling effect, cooling fins were added at the outlet. When the length, width, 
height, spacing, and total length of the cooling fins are FL, Fw, Fh, Fg, and FTT, respectively, the 
number of cooling fins (FN) is FTT/(Fw + Fg). Fw and Fh are fixed values, and the length of a 
single cooling fin module is F = Fw + Fg. In the design of the cooling fins, FL and Fg were varied. 
Since the cooling mechanism involves forced convection, the selection of the fan’s static pressure 
Ps is important. To optimize the design, a sensitivity analysis was conducted for Dg, Ps, Hd, FL, 
and FN. The relationships of the parameters to the CPU temperature are shown in Fig. 11. The 
specifications of the fan are listed in Table 2. 
 As Hd increased, the CPU temperature decreased. With a diameter of 4.9 mm, the alignment 
between the inlet and the fin became optimal for cooling. When the size of the opening 
increased, pressure loss occurred between the fin and the inlet, increasing the CPU temperature. 
When the length of the fins increased, the gap between the fins and the outlet became narrower. 
The increase in pressure loss owing to the increase in fin length was smaller than the reduction 
in pressure loss at the narrower gap, which decreased pressure loss. Thus, as the fan’s airflow 
increased, the cooling effect improved. The CPU temperature varied with Hd. Hd affected the 
outlet	airflow.	On	adjusting	the	air	outlet	width	to	4.9	mm,	the	CPU	temperature	was	reduced	to	
62.1	℃.	The	CPU	temperature	was	proportional	to	Ps;	the	larger	the	Ps	of	the	fan,	the	lower	the	

(a)

(b)

Fig.	10.	 (Color	online)	Designs	of	air	outlet	and	fins:	(a)	Air	outlet	and	(b)	fins.
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(a) (b)

(c) (d)

(e)

Fig. 11. (Color online) Relationships of parameters with CPU temperature: (a) Hd, (b) Ps, (c) FL, (d) FN, and (e) Dg.

Table 2
Specifications	of	fan	of	laptop	computer.
Item Specification
Direction of fan rotation Counterclockwise
Rated voltage 5.0 V
Starting voltage or duty 20% at 5 V 
Safe current 5 A
Maximum power at 4000 RPM 2.5 W
Fan speed (RPM) at 5V 4000 ± 7%
Fan speed (RPM) at start 1350 ± 200
Maximum static pressure without air 12.8 (minimum: 11.9)
Rated	flow	without	air 5.5 cubic feet per minute (CFM)
Insulation resistance 10	MΩ	at	500	V
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Fig. 12. Optimization process for cooling system.

CPU temperature. The CPU temperature also varied with FL. When FL	was	 adjusted	 to	4.25	
mm,	 the	 CPU	 temperature	 decreased	 to	 57.2	 ℃.	 When	 FN was	 adjusted	 to	 50,	 the	 CPU	
temperature	was	reduced	to	66.25	℃.	Even	when	FN exceeded 61, FTT remained constant. When 
FN increased, F decreased, which means that Fg affected heat dissipation. When FN reached a 
certain value, small Fg caused	low	heat	dissipation,	resulting	in	the	CPU	temperature	of	68.5	℃.	
The CPU temperature decreased as Dg increased. Increasing Dg decreased the pressure loss at 
the inlet, which increased the airflow and decreased the CPU temperature. When Dg was 
adjusted	to	890.9	mm,	the	CPU	temperature	was	reduced	to	60.9	℃.
 Such results showed that Dg, Ps, Hd, FL, and FN affected the CPU temperature as they 
affected the overall cooling effect. Therefore, Dg, Ps, Hd, FL, and FN were selected as parameters 
for the optimization of the cooling system of the laptop computer in this study.

5. Optimization of Cooling System

 The optimization process of the cooling system is shown in Fig. 12. On the basis of the 
selected values of the parameters (Table 3), 216 scenarios were reviewed in the first stage of 
optimization. The corresponding parameters for the lowest CPU temperature (TCPU) were then 
identified. The iteration results showed that at the 80th, 105th, and 129th iterations, TCPU reached 
the	lowest	temperature	of	64	℃	(Fig.	13).	The	results	of	the	optimization	of	the	parameters	by	
the predetermined number of iterations were 1 mm, 12.8 mmH2O, 4.7 mm, 3.0 mm, and 69 mm 
for Dg, Ps, Hd, FL, and FN, respectively (Fig. 14). 
 We added two values of Hd and three values to Ps for the second stage of optimization (Table 
4). With various combinations of the parameters, we reviewed 540 scenarios (Fig. 15). At the 
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324th, 362nd, and 400th iterations, TCPU	reached	the	lowest	temperature	of	59.6	℃.	At	TCPU, the 
values of Dg, Hd, FL, and FN were 1, 4.9, 4.0, and 69 mm, respectively (Fig. 16). After refining 
the parameters, TCPU became lower in the second stage of optimization than in the first stage. Hd 
affected the pressure loss and heat dissipation so it needed to be selected to minimize pressure 
loss. As TCPU was affected by FL and FN, streamlined heat dissipation fins reduced pressure loss, 
enabling effective cooling. However, an excessive number of fins under a fixed length increased 
pressure loss, which degraded heat dissipation. Dg affected the pressure loss at the inlet. When 
Dg decreased, the shape factor of the pressure loss and flow velocity pressure loss increased, 
which is unfavorable for heat dissipation. Therefore, a larger Dg is preferable. 
 The final optimization results were 1.0 mm, 12.8 mmH2O, 4.9 mm, 4.0 mm, and 69.0 mm for 
Dg, Ps, Hd, FL, and FN, respectively. The optimized Dg and Ps increased pressure loss, while the 
optimized Hd minimized it. FL and FN were selected to minimize pressure loss in the airflow. To 
explore the effect of thermal dissipation at a constant TCPU, the ambient temperatures of 25, 30, 
and	35	℃	were	chosen	for	the	experiment	in	this	study.

6. Stable CPU Temperature

	 At	an	ambient	temperature	of	25	℃,	the	optimized	values	of	Dg, Ps, Hd, FL, and FN were 1.0 
mm, 12.8 mmH2O, 4.9 mm, 4.0 mm, and 69.0 mm, respectively. The speed of the fan was 3000 
RPM,	and	the	maximum	temperature	of	the	CPU	was	59.1	℃.	At	30	℃,	the	optimized	values	of	

Table 3
Parameters	selected	for	first	stage	of	optimization.
Parameter Value range (minimum, average, maximum)
Hd (4.2, 4.7, 5.2)
PS (11.8, 12.3, 12.8)
FN (59, 64, 69)
Dg (0.5, 1.0, 1.5)
FL (1, 2, 3, 4)

Fig.	13.	 (Color	online)	Iteration	results	of	CPU	temperature	in	first	stage	of	optimization.
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(a)

(b)

(c)

Fig.	14.	 (Color	online)	Optimization	of	parameters	through	iteration	in	first	stage	of	optimization:	(a)	iteration	of	
Dg, (b) iteration of Ps, (c) iteration of Hd, (d) iteration of FL, and (e) iteration of FN.
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Dg, Hd, FL, and FN were 1.0, 4.9, 4.0, and 69.0 mm with Ps of 16.8 mmH2O at a speed of 4000 
RPM.	Then,	the	CPU	temperature	was	maintained	at	60.1	℃.	At	the	ambient	temperature	of	35	
℃	and	Ps of 20.8 mmH2O	(4000	RPM),	the	CPU	temperature	increased	to	67.1	℃.
 Maintaining the CPU within an optimal temperature range is essential for ensuring proper 

(d)

(e)

Fig.	14.	 (Continued)	(Color	online)	Optimization	of	parameters	through	iteration	in	first	stage	of	optimization:	(a)	
iteration of Dg, (b) iteration of Ps, (c) iteration of Hd, (d) iteration of FL, and (e) iteration of FN.

Table 4
Parameters selected for second stage of optimization.
Parameter Value range (minimum, average, maximum)
Hd (4.8, 4.9, 5.0, 5.1, 5.2)
FN (59, 64, 69)
PS (10.8, 11.8, 12.8)
Dg (0.5, 1.0, 1.5)
FL (1,2, 3, 4)
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(b)

Fig. 15. (Color online) Iteration results of CPU temperature in second stage of optimization.

(a)

Fig. 16. (Color online) Optimization of parameters through iterations in second stage of optimization: (a) iteration 
of Dg, (b) iteration of Ps, (c) iteration of Hd, (d) iteration of FL, and (e) iteration of FN.
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(c)

(d)

Fig. 16. (Continued) (Color online) Optimization of parameters through iterations in second stage of optimization: 
(a) iteration of Dg, (b) iteration of Ps, (c) iteration of Hd, (d) iteration of FL, and (e) iteration of FN.

(e)
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Fig. 17. (Color online) TCPU at ambient temperatures of 25, 30, and 35 and fan speeds of 2800, 3200, and 4000 
RPM.

Fig. 18. (Color online) Arduino-based control system.

performance.	A	CPU	temperature	of	67.1	℃	is	generally	acceptable.(34) With the parameter (Dg, 
Hd, FL, and FN) values of 1.0, 4.9, 4.0, and 69.0 mm, the simulation results showed TCPU values of 
67.4	and	67.3	℃	at	ambient	temperatures	of	25	and	30	℃,	respectively.	For	Ps and TCPU, 22.8 
mmH2O	and	67.1	℃	were	appropriate	for	the	design	of	the	cooling	system.	TCPU values at fan 
speeds	of	2800,	3200,	and	4000	RPM	at	ambient	temperatures	of	25,	30,	and	35	℃	are	shown	in	
Fig. 17. 

7. Optimized Design of Cooling System

 To maintain TCPU of	67.1	℃	at	various	ambient	temperatures,	the	automatic	control	of	the	fan	
speed is necessary. In this study, an Arduino-based controlling system including sensors and a 
controller was constructed (Fig. 18) on the basis of the control mechanism shown in Fig. 19. The 
fan	speed	was	adjusted	to	2800	RPM	when	the	ambient	temperature	was	lower	than	or	equal	to	
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25	℃.	The	speed	was	adjusted	to	3200	RPM	when	the	ambient	temperature	exceeded	25	℃	but	
was	lower	than	or	equal	to	30	℃.	When	the	temperature	exceeded	30	℃	but	remained	below	or	
equal	to	35	℃,	the	fan	speed	was	set	to	4000	RPM.	When	the	ambient	temperature	exceeded	35	
℃,	the	fan	speed	was	maintained	at	4000	RPM.
 To maintain TCPU at	67.1	℃	and	the	maximum	Ps of 22.8 mmH2O, the specifications of the 
fan	were	determined	to	be	as	presented	in	Table	5.	At	an	ambient	temperature	of	25	℃	and	a	
target TCPU	of	67.4	℃,	the	required	fan	speed	was	2800	RPM.	At	an	ambient	temperature	of	30	
℃	and	a	target	TCPU  of	67.3	℃,	the	required	fan	speed	was	3200	RPM.	
 The relationship between the flow rate and the fan speed is described by similarity laws, 
which are used to predict the performance of a fan under different operating conditions. The 
flow rate (Q) of the fan is related to the fan speed. This relationship follows the proportional 
law(35,36)

 1 1

2 2

Q N
Q N

= , (41)

where Q1 and Q2 represent the fan’s flow rates at speeds N1 and N2, respectively.
	 As	the	fan	speed	increases,	the	flow	rate	also	increases.	The	logic	for	adjusting	the	fan	speed	
in accordance with ambient temperature was programmed into the controller. The ambient 
temperature affects the cooling system of the laptop computer. At a high temperature, if the fan 
speed	is	not	adjusted	in	time,	the	GPU	temperature	rises	rapidly,	leading	to	a	decrease	in	system	
performance. Through optimization, the fan speed is determined in accordance with the ambient 
temperature to effectively maintain a stable temperature and ensure an effective operation. 
 Consequently, other laptop research studies have primarily focused on developing new 
composite cooling materials to enhance heat dissipation efficiency, though this strategy 
increases costs. In contrast, we optimize the topology of cooling channels to improve the laptop 
cooling	 performance.	 Furthermore,	 we	 integrate	 an	 intelligent	 system	 to	 adjust	 fan	 speed,	
making our proposed methods both effective and cost-efficient.

Fig. 19. Diagram of fan speed control in accordance with ambient temperature using thermal sensor.
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8. Conclusions

 We optimized the cooling system of a laptop computer to ensure a stable CPU temperature. 
Since the CPU temperature is the highest among the components, it needs to be controlled for 
optimal operation. We analyzed the distance between the fan and intake (Dg), fan static pressure 
(Ps), outlet width (Hd), heat dissipation fin length (FL), and the number of heat dissipation fins 
(FN) as they significantly impact the CPU temperature. The parameters were optimized at 
different	ambient	temperatures	(25,	30,	and	35	℃),	and	the	CPU	temperature	was	maintained	at	
a	value	lower	than	67.1	℃.	The	fan	speed	was	recommended	to	be	2800,	3200,	and	4000	RPM	
with a static pressure of 22.8 mmH2O. In the study presented in this paper, we first conducted a 
sensitivity analysis of cooling channel topology parameters to determine the optimal parameters 
for engineering heat dissipation. In the numerical analysis, an appropriate number of mesh 
points was used to ensure accuracy while balancing computational time costs. We successfully 
identified the optimal design values for cooling channel topology parameters. Furthermore, an 
intelligent	system	was	implemented	to	adjust	fan	speed,	effectively	enhancing	the	laptop	cooling	
efficiency. The numerical analysis results confirmed the effectiveness of this approach. In future 
work, further improvements in laptop cooling methods can be explored, such as replacing heat 
pipes with a water-cooling system or a hybrid system to enhance cooling efficiency.
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