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	 To improve the accuracy of pedestrian gait recognition, a real-time recognition method for 
seven types of daily gait based on time domain features and a convolutional neural network is 
proposed. First, the acceleration and angular velocity sensors of the mobile phone are used to 
collect the time series data of the sensor on the x-, y-, and z-axes in the states of sitting, standing, 
walking, jogging, and squatting. The convolutional neural network is used for offline 
recognition, and the sampling times (t = 0.5, 1, and 1.5 s) are used for online real-time 
recognition. Then, two types of gait, ascending and descending stairs, are added for offline and 
online recognition and compared with the previous five types of classification recognition. We 
concluded that the gaits of walking and ascending stairs, as well as those of standing and 
descending stairs, are similar, which lead to the decrease in overall classification accuracy. 
Therefore, the time domain features of the total value of the acceleration sensor on the x-axis, the 
maximum change on the z-axis, and the change of steps during the sampling time are extracted, 
and the convolutional neural network model and time domain features are combined for online 
recognition. The experimental results showed that this method can significantly improve the 
transfer rate of gait recognition information and provide a new idea for gait recognition in the 
fields of motion detection and elderly monitoring.
	
1.	 Introduction

	 Pedestrian gait recognition, as an uncontrolled feature recognition method, is a new biometric 
recognition technology.(1) This technology is applied to not only motion detection, elderly 
monitoring, and indoor positioning, but also gradually to identity recognition, with broad 
application prospects.(2,3) At present, pedestrian gait recognition is mainly through image 
recognition and sensor recognition. Image recognition refers to collecting pedestrian gait images 
in public places through cameras, and then using machine learning technology for classification 
and recognition.(4,5) To accurately assess the health status of the elderly and provide appropriate 
care, Dou et al. proposed a continuous human activity recognition system, which uses the depth 
information obtained from multiple range-based depth cameras to generate a 3D human skeleton 
model, and on this basis, extracts the angle of human joints for daily life activity recognition, 
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with a recognition rate of 94.9% on the test set.(6) Del-Hoyo-Alonso et al. recognized common 
activities and 2D/3D body joints from input sources such as videos, image sets, or webcams, 
established a body flow library, and identified them using 2D and 3D pose estimation algorithms 
and three different human activity recognition models.(7) The recognition rate of the long short-
term memory model was 90.4%, that of the convolutional neural network (CNN) model was 
88.7%, and that of the transformer model was 91.3%.(7) Han et al. proposed a new human activity 
recognition method based on a visual converter.(8) Human activity recognition is realized using a 
multilayer perceptron classifier. The results showed that the method achieves the most advanced 
performance on three datasets.(8) Huo et al. proposed a dual-stream CNN based on a human 
contour deformation field to recognize human gait images, and the classification accuracy is up 
to 93.5% on the relevant dataset.(9) However, the above recognition is sensitive to the location of 
the camera and involves pedestrian privacy, so it cannot track and recognize pedestrian gait for a 
long time.
	 Sensor recognition refers to the use of wearable sensor devices to collect pedestrian gait data 
and machine learning technology to classify and recognize gait data.(10–12) Sezavar et al. 
proposed a deep neural network combining a group of convolution and capsule networks.(13) 
This structure uses a dynamic routing algorithm to train the capsule network, capture the equal 
variance with size and direction, and improve the classification efficiency of the model.(13) 
Kasubi and Huchaiah used wearable sensors to collect six types of human daily activity such as 
walking, going upstairs, going downstairs, sitting, standing, and lying, and then carried out 
feature extraction and classification. The classification accuracy of the support vector machine 
is up to 99.22%.(14) Qamar et al. used wearable sensors to solve the problem of position-
independent human activity recognition and proposed a set of linear and nonlinear conversions 
of 3D sensor data to minimize the position and direction sensitivity of inertial sensors.(15) This 
method achieved the best average performance values of 94.7 and 91.7% in position-dependent 
and position-independent activity recognitions, respectively.(15) Dixon et al. proposed a new self-
supervised learning method, namely, modal perception contrast learning, for the learning of 
multimodal sensor data and achieved good recognition performance on the open dataset.(16) 

Andersson et al. used the function of the smart phone inertial measurement unit and sensor 
fusion technology with accelerometer, gyroscope, and magnetometer data, and used various 
machine learning algorithms in a Weka environment to classify subjects, according to their hip 
joint patterns, with a classification accuracy of 88.9%.(17) Liu et al. proposed a high-precision 
and high real-time human behavior pattern recognition algorithm based on the time domain 
features of the outputs of accelerometers, gyroscopes, and barometers.(18) The algorithm selects 
the time domain eigenvalue of multisensor output as the unique feature and realizes the real-time 
recognition of behavior through feature extraction operation. The average recognition rate of 
eight human daily behavior patterns and four fall patterns can reach more than 94%.(18) Das et 
al. believed that the gait sequence is affected by the holding load, wearing type, shoe type, and 
so forth, and the collected data might be affected by covariate factors. Therefore, a new weighted 
multiscale CNN architecture was designed to extract local to global features to improve the 
recognition accuracy. A large number of experiments were carried out on four different 
benchmark datasets, and the demonstrated results of the proposed model are superior to other 
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state-of-the-art deep learning approaches.(19) Abd Rahim et al. used smart phone inertial sensors 
to collect six human gait activities, namely, walking, going upstairs, going downstairs, sitting, 
standing, and lying, and they also used five types of integrated classifier for classification and 
recognition.(20) The accuracy rate of support vector machine was 99.22%, whereas the rf 
accuracy rate based on the random subspace integrated classifier was 97.91%.(20) 
	 To sum up, image-based gait recognition is sensitive to the location of the camera layout and 
cannot track and recognize human gait for a long time. Compared with human gait recognition 
based on wearable sensors, it has the advantage of human gait recognition for a long time. 
However, if special sensors with fixed wearable positions are used, it will increase the research 
and development cost. As people become increasingly dependent on smart phones, using smart 
phone sensors to collect gait data and machine learning techniques can effectively reduce the 
research and development cost. Moreover, it is difficult to be applied in practice because most 
research studies are off-line gait recognition Therefore, this study has the following 
contributions: (1) an online real-time human gait recognition method based on an acceleration 
sensor and an angular velocity sensor is proposed, and (2) a method based on the time domain 
feature and CNN is proposed for online gait recognition, which improves the recognition rate.

2.	 System Construction and Data Preprocessing

	 Nowadays, smart phones are equipped with acceleration, angular velocity, orientation, and 
other sensors, so the smart phones carried by pedestrians can be used to collect gait data. 
However, owing to the differences between individual factors such as pedestrian height and 
weight, different pedestrian mobile phones are stored in different locations, which will affect the 
reliability of algorithm recognition. However, most people are used to placing mobile phones in 
the pants pocket. Therefore, six volunteers were recruited for this experiment, and their mobile 
phones were placed in their pants belt. The data collection diagram is shown in Fig. 1.

Fig. 1.	 (Color online) Data collection framework diagram.
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	 The data acquisition system is composed of Matlab, Lan, and a mobile phone equipped with a 
Matlab mobile, which were built to collect the data of acceleration and angular velocity sensors 
on the three axes of volunteers in seven states: sitting, standing, jogging, walking, squatting, 
climbing, and descending stairs. The sampling frequency was 50 Hz. The schematic diagram of 
the three axes of the hand sensor is shown in Fig. 2.
	 During the training of the model, each volunteer collected 90 s of data in each state, kept the 
middle 60 s of data, and used the five-point cubic smoothing method to eliminate high-frequency 
random noise, as shown in Eq. (1).
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Here, ty  represents the smoothed values of acceleration and angular velocity at time t on a 
certain axis. Figures 3 and 4 respectively represent the smoothed data of acceleration and 
angular velocity for 60 s when volunteers walk, climb stairs, and descend stairs.

3.	 Related Algorithm

3.1	 CNN

	  The CNN is a type of feedforward neural network with deep structure and convolution 
computation.(21) The CNN extracts local features of input data through convolution operation 
and forms a complex feature representation through multilayer convolution and pooling 

Fig. 2.	 (Color online) Schematic diagram of three-axis direction.
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operation. Finally, it carries out classification or regression tasks through the full connection 
layer. This design realizes feature extraction and classification through 1D convolution 
operation. The framework of feature extraction and classification of the 1D CNN is shown in 
Fig. 5. The input layer receives the preprocessed data and represents it as 1D sequence data. The 
convolution layer slides on the input data through the convolution kernel, calculates the dot 
product of the local region, and generates multiple features. Each convolution kernel can detect 
different features in the input data, as shown in the mathematical Eq. (2) of the convolution 
operation.

Fig. 4.	 (Color online) Smooth processing of raw angular velocity data.

Fig. 3.	 (Color online) Smooth processing of raw acceleration data.
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Here, I is the input data, K is the convolution kernel with a size of 6 × 6, (x, y) is the position on 
the output feature, a and b are the half height and half width of the convolution kernel, 
respectively, and the number of convolution kernels is determined by a genetic algorithm. After 
each convolution layer, a nonlinear activation function, such as a relu function, is usually applied 
to increase the nonlinear capability of the network. The relu function is calculated as

	 ( ) max(0, )f x x= .	 (3)
  

	 Layernorm is performed after two convolutions, that is, all neurons in a certain layer are 
normalized. It is mainly used to solve the problem of internal covariate offset in the training 
process, accelerate the convergence of the model, and improve the stability. The pooling layer is 
located behind the convolution layer. Its function is to downsample the data features, reduce the 
number of parameters and the amount of calculation while maintaining the important 
information of the features, and then use 1D global average pooling. Finally, the output of the 
softmax function is converted into a probability distribution, as shown in Eq. (4), and then the 
category with the highest probability is selected as the prediction category.
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3.2	 Time domain features

	 Time domain features are important parameters to describe the features of signals in the time 
domain. They can comprehensively reflect the time domain features of signals and provide an 
important basis for signal analysis and processing. The common time domain features include 
total value, mean value, variance, standard deviation, kurtosis, and absolute energy. The 
calculation is shown in Eqs. (5)–(8).

Fig. 5.	 (Color online) Schematic diagram of 1D-CNN framework.
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	 In the above formula, Xi represents the sequence value of acceleration or angular velocity on 
a certain axis, and Eq. (5) represents the total sampling time, which is used to evaluate the 
overall size of real-time data. Equation (6) represents the mean real-time recognition time, which 
is used to evaluate the centralized trend of data. Equation (7) represents the variance in real-time 
recognition time, which is used to evaluate the centralized trend of data. Equation (8) represents 
the kurtosis within the real-time recognition time, which is used to evaluate the peak degree of 
the data. Among them, the number of steps is a very important feature in pedestrian gait 
recognition. The number of steps can be calculated by detecting the peak value of gait data and 
then the number of peaks in the corresponding time in the time domain. The peak value can also 
be directly used as the gait feature. The local maximum detection method is often used for peak 
detection, that is, the local maximum value is determined by comparing each data point with the 
point in its neighborhood.

4.	 Experimental Results and Analysis

	 In this experiment, the built gait real-time recognition system is used to collect the data every 
2, 1, and 0.5 s. First, the data is smoothed and then sent to the convolutional neural network to 
classify and recognize the five gait types of sitting, standing, jogging, walking, and squatting 
using the trained model. The common classification accuracy and kappa values of the 
classification results of offline cross validation are shown in Table 1.
	 Table 1 shows that the accuracy of offline classification is above 97%, and the accuracy of 
volunteer 2’s test set is as high as 99.86%. The kappa value of all volunteers is greater than 0.9, 
which indicates that the actual classification is almost consistent with the prediction results of 
the model, and also verifies the effectiveness of the five classification models.
	 In addition to accuracy, online real-time recognition is often evaluated using the information 
transfer rate (ITR). ITR refers to the amount of information output by the system per unit time, in 
bits/min. The results are shown in Table 2.
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	 Table 2 shows that the accuracy of real-time gait recognition in volunteer 5 gradually 
increases with the sampling time, indicating that the more information obtained, the higher the 
classification accuracy. When t = 0.5 s, the classification accuracy was above 80% except for 
volunteer 3. When t = 1 s, the classification accuracy was above 90% except for volunteer 1. 
When t = 1.5 s, the classification accuracy was above 92%, indicating the effectiveness of using 
the 1D CNN for the real-time recognition of the above five gait types. Because the five gait 
actions themselves are different, the recognition difficulty is small. Table 3 shows that when t = 
1 s, the classification accuracy of each gait type, including sitting, squatting and running, is 
higher, but the recognition rates of standing and walking are slightly lower. It is possible that 
different volunteers are not completely stationary when standing, and there may be thigh jitter, 
leading to false recognition as walking. The lower classification accuracy of volunteers may be 
due to the fact that different volunteers walk with large amplitude and high frequency, which 
leads to false recognition as running, but the overall classification accuracy is higher.
	 However, in real life, the common gait also includes going up and down stairs. Because there 
is an elevator, people rarely go up and down stairs, but it is still necessary to add two types of 
gait for a total of seven types of gait for recognition. The offline identification results are shown 
in Table 4.
	 Table 4 shows that when adding two gaits of going up and down stairs for offline 
classification, a good offline classification effect can still be achieved by setting network 
parameters multiple times on the basis of experience. The lowest classification accuracy in the 
test set is 89.8%, and the highest can reach 96.10%. Then, with the trained model for online 
recognition, the recognition results are as shown in Table 5. Table 5 shows that after increasing 

Table 1 
Five types of gait offline classification result.

Train set Test set
Accuracy (%) Kappa Accuracy (%) Kappa

Volunteer 1 99.04 0.98 97.97 0.97
Volunteer 2 99.94 0.99 99.86 0.99
Volunteer 3 98.52 0.98 97.93 0.97
Volunteer 4 98.96 0.98 98.24 0.98
Volunteer 5 98.60 0.98 98.02 0.97
Volunteer 6 99.81 0.99 99.71 0.99

Table 2 
Real-time classification accuracies of five gaits at different sampling times.

Volunteer t = 0.5 s t = 1 s t = 1.5 s
Accuracy (%) ITR Accuracy (%) ITR Accuracy (%) ITR

Volunteer 1 85.40 2.86 86.93 1.50 98.33 1.44 
Volunteer 2 81.34 2.50 94.04 1.87 99.45 1.51 
Volunteer 3 79.71 2.37 90.35 1.67 92.59 1.19 
Volunteer 4 84.76 2.80 93.18 1.82 99.47 1.51 
Volunteer 5 83.89 2.72 91.34 1.72 93.79 1.24 
Volunteer 6 89.30 3.28 93.18  1.80 96.83 1.37
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the number of categories to seven, the classification accuracy significantly decreases as 
compared with those of five categories, with the highest being only 74.26%.
	 Table 6 shows that the recognition of standing, walking, and going up and down stairs will be 
considerably affected after adding the two states of going up and down stairs. Because the gaits 
of walking and ascending stairs are very similar, and the gaits of standing and descending stairs 
are also similar, the accuracy of online recognition is reduced. Therefore, on the basis of the 
CNN classification, combined with time domain features, the second discrimination is proposed 
to improve the overall classification accuracy.
	 Figure 6 shows the data of a volunteer’s acceleration on the x-axis time domain signal for 60 s 
when walking and going up and down stairs and the total value of time domain sampling every 
1.5 s. From Fig. 6, we can see the difference in time domain feature between the total values of 
acceleration on the x-axis for 1.5 s when going up stairs and walking and going down stairs, so 
we can use this feature to distinguish going up stairs. At the same time, it is also possible to 
determine the number of steps that most people take when walking and going up and down 

Table 3 
Classification accuracies under different gaits at a sampling time of 1 s.
Volunteer Sit (%) Stand (%) Crouch (%) Run (%) Walk (%)
Volunteer 1 100.00 78.04 86.60 100.00 70.00
Volunteer 2 100.00 92.30 96.50 100.00 81.40
Volunteer 3 75.38 82.50 97.70 100.00 96.29
Volunteer 4 100.00 82.50 97.70 100.00 85.70
Volunteer 5 100.00 96.00 96.70 100.00 64.00
Volunteer 6 100.00 95.00 90.90 100.00 80.00

Table 4 
Seven types of gait offline classification result.

Training set Test set
Volunteer Accuracy (%) Kappa Accuracy (%) Kappa
Volunteer 1 96.30 0.95 96.10 0.95
Volunteer 2 96.63 0.96 95.38 0.94
Volunteer 3 96.02 0.95 94.98 0.94
Volunteer 4 97.11 0.96 95.69 0.94
Volunteer 5 92.04 0.90 89.80 0.88
Volunteer 6 95.64 0.95 94.14 0.93

Table 5 
Seven types of gait online classification result.

Volunteer t = 0.5 s t = 1 s t = 1.5 s
Accuracy (%) ITR Accuracy (%) ITR Accuracy (%) ITR

Volunteer 1 58.39 1.50 60.28 0.81 68.95 0.74 
Volunteer 2 56.49 1.39 64.56 0.95 72.48 0.83 
Volunteer 3 59.17 1.55 66.38 1.01 71.28 0.79 
Volunteer 4 54.61 1.23 61.36 0.84 72.31 0.82 
Volunteer 5 59.78 1.59 66.78 1.03 74.26 0.88 
Volunteer 6 57.55 1.58 62.91 0.89 71.52 0.80 



2406	 Sensors and Materials, Vol. 37, No. 6 (2025)

stairs. In general, the speed of most people when walking is greater than that when going up and 
down stairs. As shown in Fig. 7, the number of steps when walking is greater than that when 
going up and down stairs at the same time. Therefore, this feature can be used to distinguish the 
gaits of walking and going up and down stairs.
	 Sometimes when standing, the legs are not completely static, and occasionally, there is the 
phenomenon of shaking the legs. To overcome the misunderstanding that the standing state is in 
the walking state, the change in the maximum value of the acceleration sensor on the z-axis 
within the sampling time can be extracted, as shown in Fig. 8. It can be seen from the figure that 
there are clear differences in the acceleration signals on the z-axis when volunteers are standing, 
walking, and going up and down stairs. The first 40 samples are the z-axis signals of standing, 
and the last 140 samples are the z-axis signals of walking and going up and down stairs.
	 By combining the time domain features and CNN model to classify seven types of gait, the 
results are shown in Table 7, which shows that the classification accuracy is improved under 
different sampling times, which verifies the effectiveness of the combination of time domain 
features and a neural network for seven types of gait recognition. Compared with existing 
studies, this research differs in both the types and quantity of gait patterns identified. While 
prior works(14,20) focused on six gait types, our study incorporates two additional patterns 
(jogging and squatting), expanding the recognition to seven gait types. This enhancement aligns 

Table 6
Classification accuracies under different gaits at a sampling time of 1.5 s.

Volunteer Sit (%) Stand (%) Crouch (%) Run (%) Walk (%) Up the stairs 
(%)

Down the 
stairs (%)

Volunteer 1 100.00 42.00 93.30 90.00 62.50 48.88 46.00
Volunteer 2 96.15 55.55 95.00 85.71 73.20 46.00 55.76
Volunteer 3 93.30 54.50 96.60 81.25 58.00 53.30 62.06
Volunteer 4 95.00 43.33 96.00 93.33 75.00 41.40 62.12
Volunteer 5 100.00 41.17 95.45 85.00 75.70 48.33 74.19
Volunteer 6 100.00 33.00 92.85 85.00 80.00 45.40 64.40

Fig. 6.	 (Color online) Total value of acceleration x-axis 
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better with daily human activities and increases practical relevance. Moreover, we implemented 
online gait recognition with varying sampling intervals, achieving recognition rates exceeding 
90% at t = 1.5 s. In contrast, previous research primarily relied on offline recognition methods. 

Table 7
Seven types of online gait classification result.

Volunteer t = 0.5 s t = 1 s t = 1.5 s
Accuracy ITR Accuracy ITR Accuracy ITR

Volunteer 1 82.43 3.36 88.36 1.98 90.11 1.39 
Volunteer 2 80.81 3.21 91.47 2.16 92.58 1.49 
Volunteer 3 78.58 3.00 89.76 2.06 90.33 1.39 
Volunteer 4 82.37 3.35 91.46 2.16 92.28 1.47 
Volunteer 5 85.83 3.70 92.74 2.24 93.45 1.52 
Volunteer 6 90.84 4.26 90.16 2.08 91.55 1.44

Fig. 7.	 (Color online) Step count statistics. 

Fig. 8.	 (Color online) Maximum value of the z-axis acceleration signal every 1.5 s.
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These innovations make our proposed gait recognition approach more applicable to real-world 
scenarios, providing new insights for transitioning gait recognition technology from laboratory 
environments to practical implementations.

5.	 Conclusions

	 To improve the accuracy of online gait recognition, we used the acceleration and angular 
velocity sensors of smart phones and people’s habit of putting mobile phones in their pants 
pockets to collect the gait information of volunteers. The classification accuracies of five types 
of gait and seven types of gait under CNN were compared and analyzed, and a method 
combining time domain features and CNN was proposed. This method significantly improves 
the accuracy of the real-time classification of seven types of gait and provides a new idea for gait 
recognition in motion detection, elderly monitoring, and other fields.
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