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	 To ensure teaching quality, higher education institutions worldwide use a teaching quality 
assessment (TQA) system to collect students’ feedback regarding courses. How to use a more 
intelligent method to effectively analyze the feedback to determine practical teaching 
effectiveness is still the main research challenge at this stage. One of the important issues is 
applying sensor technology to TQA. In this study, we developed and implemented a TQA system 
based on analytic hierarchy process–estimation of the distribution algorithm–backpropagation 
(AHP–EDA–BP) to illustrate the deeper meaning of students’ feedback. AHP–EDA–BP ensured 
the accuracy of the quantitative analysis. The AHP aggregated the opinions of experts to adjust 
the weights of the assessment index. The EDA–BP neural network was used to evaluate the 
grade of teaching quality. The experimental results showed the essential effectiveness of the 
proposed method. In addition, the TQA system has been applied to the TQA process at Sanda 
University, Shanghai, China. 

1.	 Introduction

	 Learning is the human activity of obtaining new knowledge, skills, and abilities to better 
adapt to natural and social environments. On the other hand, from a social viewpoint, the 
education system should provide various learning services to members of society. However, the 
learning resources, such as qualified teachers, are usually limited and cannot meet the total 
learning requirement. It is an important endeavor to make use of limited learning resources more 
efficiently and effectively.(1) Furthermore, the education system has been an important factor in 
the human economic and social development of every modern country, especially the higher 
education system.
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	 The quality of learning services provided by the higher education system greatly affects 
economic and social development. On the other hand, the higher education system should 
actively respond to the requirements of socioeconomic development and government policies. 
Therefore, how to effectively assess the quality of learning in higher education institutions has 
become a very important research topic. Teaching quality assessment (TQA) is used to measure 
learning quality by collecting and analyzing feedback from students for one specific course. The 
TQA focuses particularly on a teacher’s abilities and behaviors because the teacher is the 
planner, executive, and manager of the course. Teachers can improve their teaching abilities and 
skills by referring to the TQA results. Moreover, the TQA results are considered by the heads of 
faculties, departments, and educational programs when adjusting their course curricula and 
teachers’ training.(2–4) TQA is based on one acceptable and realizable assumption that better 
teaching from the teacher can provide a better learning effect to the students.(5) TQA can provide 
the teachers feedback from students to improve their teaching, as shown in Fig. 1. TQA focuses 
on good teaching and has become an important element in the education system,(6) especially the 
higher education system.(7) Nevertheless, the higher education system is different in various 
countries and regions. However, most higher education institutions provide qualified learning 
courses and programs to their students. In the 21st century, TQA work has been indispensable to 
higher education institutions.
	 In recent decades, computer and communication technologies have dramatically developed 
and changed various aspects of modern human life, including teaching and learning. To improve 
the efficiency of TQA work, the Internet questionnaire has replaced the traditional paper–pencil 
questionnaires. The TQA system makes not only the questionnaire more efficient but also the 
processing and analysis more flexible and complex to illustrate the teaching quality.
	 To improve the quality of courses and programs, the TQA system is used to realize the 
effectiveness of teaching “services” by collecting feedback from students in many higher 
education institutions.(3) The TQA system can be an independent system or a subsystem of the 
E-learning platform. Various TQA systems are designed to support the different concepts of 

Fig. 1.	 (Color online) Relationship between students and teachers in TQA.
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education.(8,9) In general, the result of TQA only represents the students’ short-term perceived 
teaching satisfaction. The main research challenge at this time is how to correctly use the TQA 
to indicate teaching effectiveness and true teaching quality.
	 There are two fundamental approaches to improving the TQA system performance. The first 
is measuring the teaching quality more precisely. For this, one method is to modify the feedback 
model and structure of the students.(10,11) The second approach is to use a more intelligent 
analytic process to illustrate the deeper meaning of the feedback from the students.(12,13) Of 
course, these two approaches can support and complement each other. 
	 Because of the fuzziness and subjectivity of TQA, it is extremely difficult to quantitatively 
analyze TQA directly. The analytic hierarchy process (AHP) is a hierarchical, structured, 
qualitative, and quantitative analysis method that is often used to calculate the weight of the 
teaching quality evaluation index.(9) Backpropagation (BP) neural networks have strong 
nonlinear mapping and self-learning capabilities and can accurately and efficiently calculate the 
evaluation results of teaching quality.(14) Metaheuristics(15) can optimize the parameters of the 
BP neural networks and improve the convergence speed and accuracy of the evaluation 
model. (16) In this study, the estimation of the distribution algorithm (EDA) is chosen together 
with the BP neural networks because the EDA has a more solid theoretical foundation. Therefore, 
we develop a teaching quality evaluation and analysis system based on AHP, BP neural network, 
and EDA.
	 Our novel TQA system based on the AHP and EDA–BP neural network (AHP–EDA–BP) is 
proposed, implemented, and applied to higher education institutions. The system has the 
functions of students’ online teaching assessment, real-time calculation of teaching evaluation 
results, and data analysis. It is composed of four user authority modules: administrator module, 
supervisor module, teacher module, and student module. The system is developed using the 
Python language, Django MVC framework, and HTML5 standard. The evaluation algorithm 
includes AHP–EDA–BP so that the system can automatically calculate the teaching evaluation 
results. The results of testing and trial have proven that the system is easy to use: users can 
access and use it through any browser that conforms to the HTML5 standard, and the user 
experience is good.
	 The contributions of this work include the following.
•	� TQA has become a key task of universities. Effective methods are needed to ensure that the 

evaluation activities are feasible and efficient with high reliability of TQA results. This 
proposed TQA system can automate the TQA process and transform personal subjective 
fuzzy scoring into quantitative analysis to ensure the reliability of TQA results.

•	� Currently, the results of the TQA process are still influenced by personal subjectivity. In this 
work, AHP–EDA–BP is used to reduce the subjectivity of the TQA process and to increase 
the objectivity.

•	� Different experts assign different weights to the assessment indexes. The AHP is effectively 
used to aggregate the weights from the various experts to be more objective.

•	� The proposed TQA system has been implemented and applied in the physical TQA process at 
Sanda University. The efficiency and effectiveness of the proposed approach have been 
shown.
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•	� We have solved the key technical problems in the development of the TQA system by 
standardizing the TQA process. As a result, decision-makers at the university can realize 
teaching quality in practice.

	 In this paper, we focus on analyzing the data collected from students to assess teaching 
quality. A metaheuristic-based deep learning approach is proposed to summarize the objective 
and subjective data from various data sources. The results unequivocally demonstrate the 
effectiveness and availability of the proposed approach, instilling confidence in its potential 
application. The teaching quality data can generally be obtained via the video/image/audio 
sensors in the classroom.  It is of utmost importance to address the research issue of summarizing 
the sensing data from various heterogeneous sources for education applications, given its 
potential impact on the field.
	 The remainder of the paper is structured as follows. In Sect. 2, the related works of this 
research are reviewed. Brief descriptions of AHP–EDA–BP and the prototype system are given 
in Sect. 3. An experiment to evaluate the effectiveness of the proposed system is described in 
Sect. 4. The experimental results and the implementation of the prototype system are presented 
in Sect. 5, and the conclusions are given in Sect. 6.

2.	 Related Works

	 To improve teaching quality, higher education institutions popularly carry out TQA, also 
known as teaching quality evaluation, to realize effective teaching “services”.(3,17) Collecting 
student feedback to evaluate the teaching quality has become the most intuitive and simple 
assessment method because the students are the primary consumers of teaching services. 
Students, as the primary recipients of teaching activity, should be the primary assessors in 
TQA.(18) The general TQA processes in higher education are carried out to collect students’ 
feedback about evaluations of teaching activities on special courses, also known as course/
teaching evaluations.(19,20)

	 In general, the TQA results from students after the courses only represent the students’ short-
term sense and satisfaction. However, the evolution of higher education should balance 
consumerism and professionalism.(21) Furthermore, higher education must still take social 
responsibility(22,23) and endeavor to satisfy the expectations of the whole society. Consequently, 
we should take account of other measurement methods in TQA.
	 Peer review of teaching(24–27) provides an alternative measurement method to TQA. Peer 
review of teaching is an integral and underused component in measuring teaching quality. Peer 
review of teaching can induce quality enhancement and be a powerful means of encouraging the 
continuing professional development of individual lecturers. In addition, the peer review of 
teaching can be performed by the administrators and non-administrators in higher education 
institutions.(26) These two groups can provide different viewpoints about teaching quality. We 
design a TQA system to support and integrate the feedback from students and administrator and 
non-administrator peer reviews.
	 Some computational analytic algorithms were used to evaluate the teaching quality and to 
elucidate the deeper meaning from the data. An AI approach proposed by Li and Su(12) focuses 
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on the quality of teaching in online courses in elementary education. The entropy weight method 
and grey clustering analysis were introduced to process the data generated in the online teaching 
activities. In addition, several strategies were proposed to improve the quality assessment of 
online teaching in elementary education. Hu and Zhen(28) proposed the genetic-algorithm-based 
support vector machine (GA-SVM) to analyze the TQA data and score the teaching quality.
	 The AHP, first proposed by Saaty,(29) is a structured technique of quantitative and qualitative 
analysis for complex multi-objective decisions based on mathematics and psychology. In the 
AHP, the decision problem would first be decomposed into a hierarchy of subproblems that can 
be realized easily and analyzed independently. Each subproblem, an element of the hierarchy, is 
related to one aspect of the decision problem. In the next step, the decision-makers systematically 
evaluate various elements. These evaluations would be converted to numerical values that can be 
processed and compared over the entire range of the problem.(30) A numerical weight or priority 
is derived for each element of the hierarchy, allowing diverse and often incommensurable 
elements to be compared with one another rationally and consistently. This capability 
distinguishes the AHP from other decision-making techniques. In the final step of the process, 
numerical priorities are calculated for each of the decision alternatives. These numbers represent 
the relative capability of the decision alternatives to achieve the decision goal, so they allow a 
straightforward consideration of the various courses of action. Satty proposed five successful 
applications of AHP in transportation.(31) Kurttila et al.(32) used the AHP to enhance the ​
strengths, weaknesses, opportunities, and threats (​SWOT) analysis in a forest-certification case.
	 Artificial neural networks (ANNs), usually referred to as neural networks (NNs), are a 
category of computation frameworks based on the simulation of the natural biological neural 
system.(33,34) In fact, NNs are based on the linear and nonlinear combination of mathematics 
regressions. The combination is a multilayer structure. With the development of semiconductor 
technology, increasingly complex NN architectures are being proposed and constructed, 
consuming increasingly higher computing capacity. Modern NNs of the recent decade generally 
have more layers, which are called depth. Therefore, these modern NNs are often referred to as 
deep neural networks (DNNs).(35) For each physical NN model, the training process adjusts the 
parameters in accordance with the output errors from the labeled dataset. The training process is 
also called learning. The most popular training process uses the BP(36) algorithm. The term 
“backpropagation” means that the errors are propagated backward from the output layer to the 
input layer. The mathematical basis of BP is the application of the derivative chain rule.(37) At 
every node in each layer, the gradient-decent method(38) is used to adjust the parameters to 
reduce the error. However, there are still some shortcomings in the BP training process. 
Apparently, the gradient-decent method is a kind of greedy policy. Consequently, the BP process 
cannot efficaciously explore the search space of the parameters. To avoid the premature 
convergence of the BP training process, the metaheuristic algorithm is introduced as an 
alternative to the gradient-decent method.
	 The metaheuristic algorithm is a stochastic search algorithm designed to find a sufficiently 
optimal solution in a realistic computation time by effectively and efficiently using problem-
independent and problem-dependent heuristics.(15,39) There have been various metaheuristic 
algorithms proposed in recent decades, such as simulating annealing (SA),(40) genetic algorithm 
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(GA),(41) and particle swarm optimization (PSO).(42) These modern metaheuristic algorithms can 
effectively balance exploration and exploitation in the search process to avoid premature 
convergence. However, these metaheuristic algorithms are mostly based on empirical principles 
and have no solid theoretical basis. 
	 Estimation of distribution algorithm (EDA) is one category of metaheuristic algorithms based 
on a probability model.(43,44) Sometimes, it is also called a probabilistic model-building genetic 
algorithm (PMBGA).(45) EDA has a more solid theoretical basis than other metaheuristic 
algorithms. The traditional crossover and mutation operations of GA are replaced by the 
probabilistic model building and sampling of search space. Initially, the probabilistic model is 
assumed to be a uniform distribution. In each iteration, the probabilistic model would become 
more accurate as a result of the sampling operation and model-building operations. Finally, we 
can find the best solution by sampling the probabilistic model. In general, EDA can more 
effectively avoid premature convergence than the traditional GA. The probabilistic model 
ensures diversity in the search process.

3.	 System Design 

	 The workflow of the TQA system is shown in Fig. 2. There are three stages in the TQA 
process. First, the front-end web system collects all the data from experts and students. Next, the 
AHP stage systematically aggregates the opinions of experts to acquire the weights of 
assessment indexes. Lastly, the EDA–BP network is used to evaluate the grade of teaching 
quality for each course.

Fig. 2.	 (Color online) Flowchart of the system operation process, starting with the administrator creating a 
teaching evaluation questionnaire for teachers and ending with the teacher reviewing the evaluation result details.
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	 In the system, the administrator first creates a TQA process. Then, the system will 
automatically generate a weighted questionnaire based on the TQA system, accompanied by a 
set of random invitation codes. The selected experts must input the invitation code from the 
administrator login to the system to fill out the weighted questionnaire for experts. The AHP 
process calculates and judges the expert’s responses. By comparing the scoring assessment 
indexes from various experts, the average weight of each indicator in the TQA system is 
constructed. The average weight of each indicator is used as the final weight of the assessment 
indexes.
	 After the course is completed, the students can enter the system to score the teaching 
activities. The scoring data is combined with the index weights of the TQA system to evaluate 
the teacher’s final score for teaching work. Later the teachers can log in to the system to view 
their TQA scores.
	 Because the system needs to interact with users having different needs, the functions of the 
system will be designed and developed in accordance with the user roles. Users are divided into 
four types according to their roles: administrator, supervisor, teacher, and student. In accordance 
with the actual business scenarios, administrators are divided into school administrators and 
department administrators. The functional modules are shown in Fig. 3.

3.1.	 AHP

	 The AHP fuzzy comprehensive evaluation method (AHP–FCEM) can essentially be regarded 
as a combination of the AHP and FCEM. The steps of AHP–FCEM include determining the 

Fig. 3.	 System framework diagram showing the page structure and functionalities for four different users in 
accordance with their roles—students, teachers, supervisors, and administrators—after logging into the system.
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evaluation index system, establishing the evaluation set, calculating the evaluation index weight, 
establishing the comprehensive evaluation matrix, and calculating the comprehensive score. In 
our design, the teaching content, teaching attitude, teaching skills, teaching effects, and teaching 
methods are the five assessment indexes used to evaluate the teaching quality. Each assessment 
index has five grades: excellent, good, medium, qualified, and unqualified. The corresponding 
scores are set to 95, 85, 75, 60, and 55, respectively. Therefore, the index set is {Excellent, Good, 
Average, Fair, Poor}, and its corresponding score set is {95, 85, 75, 60, 55}. On the basis of the 
questionnaire responses from the teaching experts, we construct the relative importance n-order 
matrix W.
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where the random index (RI) is used to evaluate CI; the value of RI is only dependent on the 
dimensions of the matrix. If the CR is less than 0.1, the index matrix can be accepted. Otherwise, 
the index matrix cannot be accepted. In general, repeating the data collection is necessary to 
reconstruct the index matrix.

3.2.	 EDA

	 In AHP–EDA–BP, the results of AHP are the initial parameter values of the BP NN, and the 
EDA is used to adjust the parameters of the BP NN. The solution is continuously coded and 
represented as a floating-point vector, as shown in Fig. 4. The length of the solution vector, L, is 
equivalent to the number of parameters in the BP NN. For each parameter, the various values in 
the same position of different solutions can represent the result of probing this dimension in the 
search space. The probability distribution of this parameter can be estimated from the values in 
different solutions. In general, the probability distribution is assumed to be a normal distribution. 
After the selection operation, the set of solutions contains better solutions. Therefore, the 
estimation of a probability distribution can more precisely illustrate the possible region with a 
higher probability of finding better solutions at this stage. Thus, constructing new solutions by 
sampling the estimated probability distribution can help yield better solutions that can be merged 
into the population. After a new selection, we can estimate the probability distribution more 
precisely. Figure 5 shows the evolution of the probability distribution in EDA. The standard 
deviation is reduced because of the iteration of EDA. On the other hand, the region far from the 
mean still has enough probability to avoid premature convergence.
	 Algorithm 1 shows the general outline of EDA. First, the initial probabilistic model is 
assumed to be a uniform distribution. All the solutions in the population are initiated randomly 
because of the uniform distribution. The main loop is terminated after the predefined number of 
iterations. In the main loop, there are three steps: selection, building the probabilistic model, and 
sampling the probabilistic model. In the selection, better solutions are chosen to construct a more 
precise probability distribution. In the step of building the probabilistic model, the means and 
standard deviations of each parameter are calculated. In the step of sampling probabilistic 
models, new solutions are generated by sampling the distribution to determine the value for each 

Fig. 4.	 Representation of solutions in EDA.
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parameter. The sampling method can be directly implemented by using the normal distribution 
random number generator. 
	 The compact genetic algorithm (CGA)(46) is one variant of EDA. The basic concept of CGA is 
to use the probability distribution to replace the population of solutions. In each iteration, there 
are two solutions generated by sampling the probability distribution. The binary tournament 
selects the winner and loser. The probability distribution is updated using the winner and loser. 
The parameter value of the winner solution increases its probability. Of course, the parameter 
value of the loser decreases its probability.

4.	 Results of Experiments

4.1. Indexes of assessment

	 In this work, the assessment indexes of teaching quality are organized as a hierarchical 
structure, as shown in Fig. 6. The details of each index are described in Table 1. In accordance 

Fig. 5.	 (Color online) Evolution of probability distribution in EDA.



Sensors and Materials, Vol. 37, No. 7 (2025)	 2767

with the index hierarchy, we designed the questionnaires to obtain the weights from the experts. 
We use a 5-point Likert Scale to measure the degree of agreement for each index. Each response 
has a corresponding value to measure the degree of agreement of the response. The response set 
is C = {Excellent, Good, Average, Fair, Poor}.
	
4.2.	 Assign weights of indexes via AHP method

	 The weights of all assessment indexes are assigned referring to the expert survey. More than 
ten teaching experts from the front line of teaching and administration positions are invited to 
fill out the questionnaire about the importance of each index. A consistency check is used to 
select ten responses to the survey questionnaire. If a questionnaire cannot pass the consistency 
test, it is not an effective questionnaire. We also recruit an alternative expert to fill out the 
questionnaire. Finally, we obtain ten effective questionnaires. 
	 For example, in one questionnaire, the following shows the weight calculation process for L1 
indexes, {I1, I2, I3, I4, I5}. On the basis of the relative importance of the five indexes from the 
selected experts, we can construct the following relative importance 5 × 5 matrix, W.

Fig. 6.	 The teaching quality indicator system is divided into three layers. The top layer is the target layer for 
teaching quality evaluation, the second layer contains five aspects for evaluating teaching quality, and the third layer 
has evaluation indicators refined for each of the five aspects in the second layer.

Table 1
Indexes of assessment.
L0 L1 L2
Teaching quality I1: Content I11: Precise concepts, clear points and appropriate examples

I12: Combined theoretical and practical frontier development
I2: Attitude I21: Well prepared, corrects exercises and answers questions

I22: Appropriate clothing, manner and punctuality
I3: Skill I31: Modernized presentation and demonstration

I32: Precise and standard Chinese speaking and writing
I4: Effect I41: Moderate difficulty and easy to understand

I42: High acceptance and interaction from students
I5: Strategy I51: Flexible, multiform and innovative

I52: Inspires the students to think and learn
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	 The mean random consistency index (RI) obtained using Eq. (13) is determined by the AHP. 
When n is 5, RI is 1.12.

	 1 .12RI = 	 (13)

	 0.0769  0.0687
1.12

CICR
RI

= = = 	 (14)

	  0.0687 0.1CR = < 	 (15)

	 The AHP consistency ratio (CR) is shown in Eq. (14). When CR is less than 0.1, as determined 
using Eq. (15), the consistency is acceptable in AHP.
	 By a similar method, we can calculate the weights of subindexes {I11, I12} relative to the index 
I1, the weights of subindexes {I21, I22} relative to the index I2, and so on. Table 2 shows all the 
relative and absolute weights of L2 indexes.
	 For each expert response, we use AHP to calculate the weights of all indexes, as shown in 
Table 3. We can adjust the scores from the ten experts, and we calculate the average weights for 
the assessment process for each course.

Table 3
Summary of assessment index weights.
ExpertID 1 2 3 4 5 6 7 8 9 10 Average
I11 0.1989 0.0935 0.1214 0.0569 0.178 0.0511 0.0569 0.0338 0.0919 0.1122 0.0995
I12 0.0332 0.0187 0.1214 0.0569 0.178 0.0511 0.0569 0.2365 0.0919 0.1122 0.0957
I21 0.1472 0.4447 0.1640 0.0444 0.1629 0.0511 0.2076 0.1714 0.1872 0.0489 0.1629
I22 0.021 0.0741 0.1640 0.0444 0.1629 0.0511 0.0415 0.0245 0.1872 0.0489 0.0819
I31 0.2889 0.0281 0.1108 0.1732 0.0227 0.0875 0.3801 0.1714 0.0919 0.0564 0.1411
I32 0.0413 0.007 0.0369 0.1732 0.1364 0.0113 0.0633 0.0245 0.0919 0.0081 0.0594
I41 0.0321 0.0662 0.0780 0.0477 0.0256 0.2695 0.0569 0.1714 0.0623 0.4584 0.1268
I42 0.0054 0.1987 0.0195 0.0477 0.0256 0.2695 0.0569 0.0245 0.0623 0.0573 0.0767
I51 0.116 0.0517 0.0920 0.1779 0.0135 0.0774 0.0685 0.0177 0.0666 0.0489 0.0730
I52 0.116 0.0172 0.0920 0.1779 0.0943 0.0774 0.0114 0.1242 0.0666 0.0489 0.0826

Table 2
Indexes of assessment with weights.
L0 L1 L2 Weight
Teaching quality I1 (0.2321): 

Content
I11 (0.8571): Precise concepts, clear points and appropriate examples 0.1989
I12 (0.1429): Combined theoretical and practical frontier development 0.0332

I2 (0.1682): 
Attitude

I21 (0.8750): Well prepared, corrects exercises and answers questions 0.1472
I22 (0.1250): Appropriate clothing, manner and punctuality 0.0210

I3 (0.3302): 
Skill

I31 (0.8750): Modernized presentation and demonstration 0.2889
I32 (0.1250): Precise and standard Chinese speaking and writing 0.0413

I4 (0.0375): 
Effect

I41 (0.8571): Moderate difficulty and easy to understand 0.0321
I42 (0.1429): High acceptance and interaction from students 0.0054

I5 (0.2321): 
Strategy

I51 (0.5): Flexible, multiform and innovative 0.1160
I52 (0.5): Inspires the students to think and learn 0.1160
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	 In the example, we use the TQA data from Sanda University. In the original data, there are 
more than 700 teachers. For each teacher, all students who have taken his/her courses fill out the 
questionnaire to evaluate the teaching quality of this teacher. 

4.3.	 EDA–BP NN for evaluating grade

	 At the last stage of the TQA process, the EDA–BP NN is used to evaluate the grade of the 
teaching quality for each course. In this study, two variants of EDA are applied to the BP 
network: the PMBGA (classical EDA) and CGA. In addition, the traditional GA is still 
implemented for comparison. Table 4 shows the results of our work.
	 The CGA has the highest accuracy, precision, and F1 score. The training process of the 
EDA–BP NN is shown in Fig. 7. We can see that the CGA is the better algorithm with the 
lower convergence speed. On the other hand, the training loss of the EDA–BP NN is shown 
in Fig. 8. The CGA–BP is still the better algorithm. All the test set losses are smaller than 
the training set losses. This may indicate that the EDA applied to the BP network can 
effectively prevent overfitting. Figure 9 shows the accuracy of the training process. The 
accuracy is more meaningful than the loss function of the NN. We still find the CGA to be 
better than the others.

Table 4
Results of AHP–EDA–BP.
Algorithm Accuracy Precision Recall F1 score
GA–BP 0.9934 0.9826 0.9769 0.9700
PMGA–BP 0.9934 0.9600 0.9688 0.9194
CGA–BP 0.9956 0.9862 0.9695 0.9775

Fig. 7.	 (Color online) EDA–BP NN training fitness performance of three NNs: GA–BP, PMGA–BP, and CGA–BP.
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5.	 Implementation

	 Figure 10 shows the implementation of this prototype system. The implementation is 
based on the Django MVC framework and HTML5. Essentially, Python is used to write the 

Fig. 8.	 (Color online) Training and testing set losses of the EDA–BP NNs GA–BP, PMGA–BP, and CGA–BP.

Fig. 9.	 (Color online) Accuracies of the training and testing sets of three EDA–BP NNs: GA–BP, PMGA–BP, and 
CGA–BP.
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system. The overall system is divided into three layers: the model, view, and control layers. 
The view layer provides the user interface and only transmits collected data to the control 
layer. The control layer manages and coordinates all system processes. After the control 
layer collects enough feedback, the control layer initiates the working flow process in the 
model layer. The model layer performs the analysis and database access operations. The 
results are returned to the view layer; then the administrators can acquire assessment results 
through the view layer. The system allows users to access the view layer through any 
commonly used HTML5 standard browser. The control layer is implemented on the powerful 
Django framework. At the same time, the Mysql database is used to manage all data in the 
TQA system.
	 The system has been applied to the TQA process at Sanda University, Shanghai, China. 
Figure 11 shows the questionnaire for experts to collect the relative weights of indexes. The 
index hierarchy and relative importance calculated via the expert questionnaires are shown 
in Fig. 12. In this system, the student can evaluate each course he/she takes, as shown in 
Fig. 13. 

Fig. 10.	 The architecture of the TQA system follows the MVC architecture. The responsibilities of each layer and 
how the system allows user data to flow through the various levels of the MVC architecture and interact with the 
database are outlined.
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Fig. 11.	 (Color online) Expert’s questionnaire. Experts can access the questionnaire by typing the obtained 
invitation code in the text box at the top of the page.

Fig. 12.	 (Color online) Administrator's view of the page showing indicator weights. The relative importance result 
was calculated using the responses from the teaching expert questionnaire.

Fig. 13.	 (Color online) Student’s questionnaire in the TQA system. On this page, students can perform teaching 
evaluation operations.
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6.	 Conclusions

	 Higher education institutions use the TQA system to measure teaching quality by collecting 
student feedback. How to use more intelligent methods to effectively analyze the feedback to 
indicate teaching effectiveness is the main research challenge at this time. In this study, we 
proposed and implemented a TQA system based on AHP–EDA–BP to illustrate the deeper 
meaning of student feedback. EDA can effectively transform the subjective scoring into 
quantitative values automatically. AHP–EDA–BP ensured the accuracy of the quantitative 
analysis. The experimental results show the essential applicability of the proposed method. In 
addition, the TQA system has been applied to the TQA process at Sanda University, Shanghai, 
China. 
	 In the future, we will improve the availability and effectiveness of the proposed TQA system 
using the feedback from Sanda University. We will develop corresponding assessment criteria 
for different types of course. On the other hand, we will further develop AHP–EDA–BP to 
improve the accuracy of quantitative analysis. In this study, the experimental results and 
implementation of the TQA system showed the effectiveness and availability of sensor 
technology applied to higher education. However, our approach is still limited by the TQA 
system to only represent the short-term effect of teaching in higher education.
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