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Intangible cultural heritage (ICH) carries rich human wisdom and cultural value through its
“living” form of craftsmanship and performances. However, it is difficult to preserve and
disseminate ICH and its values through traditional means. Therefore, we developed an Al-based
immersive virtual reality (VR) digital dissemination system (AI+VR system). In the system, we
restored the damaged parts and patterns of ICH images by using adversarial training, objective
function, and convergence conditions of generative adversarial networks (GANs), a neural
radiance field (NeRF) mathematical model, and a six-degree-of-freedom (6-DoF) kinematic
model. The NeRF model was constructed for 3D view synthesis using the volume rendering
equation based on the image’s color density, while the 6-DoF kinematic model was established
using visual-inertial odometry (VIO) to track viewer perspectives in VR scenes. The outcomes
of the AI+VR system were compared with those of traditional ICH display methods (2D videos,
images, and text). The developed AI+VR system enhanced real-time interaction frame rates,
reduced latency, and automated modeling speed. The system’s hardware adaptability and
resource consumption were validated. The AI+VR system can be used for content creation and
the experience economy of the cultural industry. The integration of Al and VR in content
creation serves as a new means for the dissemination of ICH, proving that technological
empowerment can be used for preserving cultural inheritance.

1. Introduction

Intangible cultural heritage (ICH) embodies the ethnic traditions and artistry passed down
through generations, preserved in oral expressions and craftsmanship. Defined by its dynamic
and fleeting nature, ICH evolves while maintaining its cultural essence. In contrast, tangible
cultural heritage is preserved by physical objects and written records, which endure for
millennia. However, ICH often lacks intuitive carriers, making its preservation and
dissemination highly challenging. Two-dimensional video recordings, photographs, and image-
text descriptions have primarily been used for disseminating ICH. Although these tools are still
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widely used, they lack the immersiveness and interactivity to provide viewers with a detailed
experience, reducing their effectiveness in disseminating ICH. Additionally, the inheritance of
ICH becomes difficult as inheritors are aging, and younger generations are not interested in its
inheritance. To better preserve and disseminate ICH, public interest must be enhanced to
maintain cultural identity.

Recently, advanced technologies, such as virtual reality (VR), have offered solutions for ICH
dissemination. VR allows viewers to immerse themselves in digitally reconstructed ICH and
experience traditional techniques or performances from a first-person perspective. Such an
immersive experience transcends temporal and spatial constraints and is useful in preserving
cultural memories in a digital form. Through VR, viewers can immerse themselves in history,
experiencing the traditions and artistry of ICH. However, constructing a virtual ICH has
technical challenges. First, high-quality 3D content is difficult to create. Second, VR applications
require high frame rates and low latency to prevent viewers’ motion sickness. Third, users’ free
movement in VR requires precise 6-DoF positioning and tracking.

However, Al can be used to address such challenges. Deep learning, a subset of Al, enables
convenient image generation and restoration, 3D reconstruction, and sensor data fusion, enabling
the digitization of ICH content and optimization of interactive performance. In particular, sensor
data is used in image restoration as it provides depth and texture details, allowing Al models to
reconstruct missing or degraded parts of an image. Multisensor fusion techniques enhance
image quality and generate realistic textures by integrating data from different sources [e.g.,
RGB cameras, depth sensors, and light detection and ranging (LiDAR)] and creating highly
detailed 3D models using data from sensors such as the global navigation satellite system
(GNSS), inertial measurement unit (IMU), LiDAR, and unmanned aerial vehicles (UAVs) to
create highly detailed 3D models. Deep learning models such as local feature transformer
(LoFTR) and NeuralRecon enable image matching and point cloud generation for accurate 3D
reconstruction.(!)

In this study, we applied Al-based VR technology for the dissemination of ICH. First, we
restored damaged ICH images and patterns using generative adversarial networks (GANs) along
with loss functions and training convergence mechanisms.?> We also introduced the
mathematical equations of neural radiance fields (NeRF) to reconstruct ICH scenes. Using the
volume rendering equation, high-fidelity scenes were generated. For the real-time positioning
and tracking of VR objects, a 6-DoF kinematic model was constructed using visual-inertial
odometry (VIO). The performance of the Al-based immersive VR digital dissemination system
(AI+VR system), consisting of GANs, NeRF, and VIO, was evaluated in terms of latency, frame
rate, and modeling speed. The system demonstrated superior performance to traditional 2D
videos and static image-text methods. Through an industry—academia-research collaboration,
we developed “Virtual ICH Experience Halls” and mobile VR ICH applications using the
developed AI+VR system.

The system facilitates content co-creation, copyright protection, and commercialization,
advancing the experience economy. Additionally, it highlights Al’s role in preserving and
transmitting ICH, emphasizing the importance of technology integration in its dissemination.
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2. Technology Review

Through a literature review, we analyzed the characteristics of ICH digital dissemination,
immersive experience theory, embodied communication theory, cultural representation theory,
and digital twin to design the AI+VR system for the effective dissemination of ICH.

2.1 Digital dissemination of ICH and immersive experience

The inheritance of ICH relies on practice and interaction. However, traditional dissemination
methods fail to provide on-site experience, making it difficult to foster emotional and physical
engagement in ICH and to be broadly disseminated.® Recently, VR has been introduced as a
solution, offering an immersive approach to ICH preservation and accessibility.) VR enables
viewers to immerse themselves in ICH and its related cultural environments, overcoming
temporal and spatial limitations. Even without the physical presence of ICH, VR provides deep
engagement and accessibility. Immersion in ICH facilitates emotional resonance and cognitive
engagement with ICH, enabling viewers to understand its spiritual and cultural significance.®)
Through a high degree of realistic interaction, the immersive experience improves the effect of
digital dissemination of ICH as viewers feel as if they are present. To provide such experience, a
highly interactive design and appropriate cultural scenarios must be created to deliver
multisensory stimulation (visual, auditory, and tactile feedback). Such digital means effectively
provide immersive experiences in ICH, which fosters the effective dissemination of ICH.

2.2 Embodied communication theory and immersive interaction

Embodied communication theory emphasizes the role of the human body in communication,
positing that knowledge transmission relies on the physical presence and participation of the
communicator. In ICH inheritance, craftsmanship techniques and cultural connotations
constitute “tacit knowledge” that is difficult to articulate and is inherently tied to the bodily
practices of inheritors.©©) Schreurs proposed the concept of tacit knowledge, with which he
claimed that ICH craftsmanship techniques can be mastered through physical demonstration and
practice.’’- Embodiment is critical in ICH dissemination and knowledge transmission as it
enables the physical engagement of the one that inherits through motion imitation and posture
interaction. Written or visual archives alone cannot be used to reconstruct the situational context
of ICH inheritance.® In accordance with the embodied communication theory, body-interactive
elements were included in the virtual environments to simulate the inheritor’s presence in the
developed AI+VR system. For example, motion capture or gesture recognition enables users to
embody virtual inheritor roles and practice ICH craftsmanship techniques through an immersive
“learning-by-doing” effect. This embodied and immersive interactive experience enables
inheritees to perceive and comprehend the essence of ICH craftsmanship through virtual body
movements. This aligns with the embodied cognition theory, in which the integration of bodily
perception and movement is emphasized as a cognitive process. Appropriately designed
interactions in virtual environments enhance users’ comprehension and retention of the learned
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content.() Therefore, the embodied communication theory provides a human-centered
theoretical foundation for VR ICH experiences and is the basis of immersive system design that
prioritizes natural interaction. By enabling users to “learn through doing”, the AI+VR system
fosters a deeper appreciation of ICH’s intrinsic beauty.

2.3 Cultural representation theory and digital media

Cultural representation or cultural reproduction theory focuses on how cultural content is
reconstructed and interpreted through different media.(!”) In the digitalization of ICH, it is
challenging to maintain the authenticity and integrity of cultural expressions. Traditional
recording methods statically preserve surface-level information, while the deeper meanings and
values of ICH need to be manifested separately. When reconstructing ICH through digital
media, it is essential to preserve its original context and interactive elements, enabling viewers to
experience a culturally authentic encounter. Therefore, ICH in the virtual environment must
have resemblance and spiritual likeness, presenting craftsmanship and conveying its cultural
essence.(!) For example, when digitally reconstructing a dance performance, the original
performance’s ambiance (music, costumes, props, spatial arrangement, etc.) and the interactive
dynamics between audience and dancers must be delivered in the virtual environment. Only
then can audiences genuinely grasp the cultural significance of the dance. Digital technologies
provide powerful tools for such cultural representation. Through 3D modeling, performance
venues and props are reconstructed, and the performers’ movements are reproduced through
motion capture and animation. Al is used to generate accurate scenes based on historical data.(1?)
However, simple replication is not enough to present artistic details without distortion or
oversimplification. Applying cultural reproduction theory, we introduced the authenticity and
integrity of ICH in constructing the VR immersive environment, with the help of ICH experts,
to present the “form” and the “spirit” of ICH. On the basis of the theory, the AI+VR system was
developed to be evidence-based to enhance the credibility and cultural richness of ICH.

2.4 Digital twin in VR

Digital twin refers to the real-time mapping and simulation of the state and behavior of
physical entities in the virtual space of digital models.(!®) In the preservation of ICH, the concept
of digital twin is extended to the digital replication of cultural assets and their associated
knowledge systems.(!¥) The digital twin model emphasizes dynamic correlation and high-fidelity
representation between virtual and real-world objects. Through multisource data fusion and real-
time updates, virtual digital twin models evolve synchronously with their physical
counterparts.!) As ICH’s cultural form is characterized by “living” attributes, it requires a
digital twin model. In this study, we established a heritage digital twin (HDT) to include the 3D
models of tools and venues, the process representation of craftsmanship techniques, and
historical context and meanings.'®) The digital twin provides virtual “avatars” of ICH in the
virtual environment for the digital reproduction and monitoring of ICH.(!”) When integrated
with ToT and Al technologies, digital twins acquire the real-time data of ICH inheritance
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activities in the real world (such as movements captured by sensors and environmental
parameters) and map them into the virtual environment to maintain consistency and
interactivity.(!®) We incorporated a digital twin into the system architecture to map performers,
interactive objects, and environmental elements. For example, wearable sensors were employed
to capture the movements and physiological responses of inheritors, enabling avatars to
synchronize their performances with precision. Environmental sensors were used to collect data,
including temperature, humidity, and sound, to adjust the virtual environment to enhance the
viewer’s immersion. The digital twin model enables the integration of virtuality and reality and
ensures the reliability of the virtual environment and capacity for prompt updates. In the AI+VR
system, users participate in ICH activities virtually through interaction!”) and interact with
digital inheritors through dialogue to learn craftsmanship techniques or collaborate to complete
artworks.?9) This demonstrates the value of digital twins in immersive ICH dissemination using
the AI+VR system. The system provides ICH practices and innovative inheritance and
experiential means in the virtual environment .21

2.5 Integration of Al and VR

Al technology enables content generation and intelligent interaction in VR. The integration
of Al and VR for digital ICH dissemination addresses inherent challenges in traditional VR
content production and interaction. GANs are used for image restoration, content generation,
and reconstructing deteriorated ICH images by automatically generating virtual scene textures.
NeRF supports 3D reconstruction by learning radiance properties from photos or videos to
produce high-fidelity 3D virtual scenes. VIO combines computer vision and inertial sensing for
autonomous positioning and tracking, enabling VR systems to track an object’s 6-DoF pose.
These technologies help users move freely and be precisely positioned in virtual environments.
Al algorithms significantly enhance VR systems’ capabilities of reconstructing complex ICH
scenes and real-time interaction. Compared with traditional algorithms, deep-learning-based
image processing algorithms markedly improve the quality and speed of scenes and interactions
in them. NeRF recovers 3D scene information from unstructured data and eliminates the need
for cumbersome laser or structured-light scanning. VIO enables VR or augmented reality (AR)
devices to provide precise self-localization without additional positioning devices, which
provides immersive experiences. The integration of such Al technologies in VR platforms is the
technical backbone of the AI+VR system. In this study, we employed GAN-based image
restoration, NeRF-based 3D reconstruction, and VIO-based positioning and tracking for
immersive ICH dissemination.

3. Methods

We designed the system architecture and module composition to incorporate GAN, NeRF,
and VIO. Moreover, the system performance was compared with that of traditional methods in
terms of accuracy, speed, and hardware requirements.
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3.1 System architecture

The AI+VR system comprised the image restoration module, 3D reconstruction module,
positioning and interaction module, and rendering and display module. In the mage restoration
module, GANs were used to restore and enhance ICH images.*? GANs removed the noise and
damage in an image and recovered a high-definition image. In the 3D reconstruction module,
NeRF converted multiview photos into high-fidelity 3D virtual scenes.>3 In the positioning
interaction module, a VIO algorithm was employed for the autonomous positioning and
trajectory tracking of users.>¥ In the rendering and display module, virtual scenes were created
in real time, responding to user interaction detected by the head-mounted VR device (Fig. 1).

The AI+VR system captured the inheritor’s physical movements and multimedia data
(historical photographs, videos, sensor data, etc.) and processed them using GANs for NeRF
reconstruction. The processed images and constructed 3D models were imported into the VR
engine to construct immersive scenes. The VIO of the positioning interaction module tracked
and mapped the 6-DoF movements of the head and hands to update the corresponding viewpoint
of avatars. The system rendered virtual environments at high frame rates, enabling users to
freely view restored historical scenes, examine digitally reconstructed ICH artifacts, or learn
movements by following an avatar’s demonstrations. In the system, AI technologies ensured

Immersive Digital Dissemination System for
ICH
[AI + VR Integrated Architecture]

[Data Acquisition]
Perfo rmances by ICH Histo rlca_l Visual Object Scanning/sensors
inheritors Archives 3DS ino/LiDAR
(Motion Capture) (Old Photos/videos) ( canning/t1 )
N7

[AI Data Processing Layer]
Image Restoration Modu le [GAN Denoising
& Repair]
3D Reconstruction Modu le [NeRF Point
Cloud]
Motion Encoding Modu le [Skeletal
Animation Extraction]
N7

[VR Scene Construction Layer]
Unity/Unreal Engine Scene Integration
Material Texture / Lighting Optimization
Physics Engine Collision Binding

N

[Interaction & Rendering Layer]
VIO-based Positioning [SLAM S patial
[OUser Tnput] . X
Mapping] [Output Device]
[\IIER C’;)ntril.lers/ 9 Gesture Recognition [CNN Action 9 [VR Headset]
ye Tracking] Classification]
Multi-threaded Rendering Pipeline [90fps+]

Fig. 1. Architecture of developed AI+VR system.
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content authenticity and high quality, and immersion and engagement through interactions in the
virtual environment.

3.2 Restoration of image and pattern

The preservation of ICH involves the restoration and reconstruction of images and patterns in
images. Blemishes and damaged areas in old black-and-white photographs and traditional
patterns need to be colored. These tasks are usually performed using GANs. GAN consists of a
generator and a discriminator for image generation through adversarial training. The generator
takes random noise or incomplete images as input and outputs restored images, while the
discriminator distinguishes whether the input is a real image or a generated one. Their objective
function is formulated as a min-max optimization problem. The generator minimizes the
discriminator’s recognition ability, while the generator maximizes its discrimination accuracy.
The value function of GAN is expressed as

minmax?(D.6)=E,., (4 (loeD(x))+ Eoop ( (lee(1-D(G(2))). O

where V(D, G) is the value function that both networks optimize, E, _ Pae (%) is the expected
value over all real data samples (x) drawn from the real data distribution (p,,,,), log D(x) is the
discriminator’s judgment on real data, D(x) is the probability that D classifies the real image x as
real, Ez~pz (2)
(p,), which is a uniform or Gaussian distribution, D(G(2)) is the discriminator’s judgment on fake

data, G(z) is the image generated by the generator from the noise vector z, and min max V(D, G)
G D

is the expected value over all noise samples (z) drawn from the noise distribution

represents the minimum-maximum game.
The discriminator (D) tries to maximize V(D, G) for better classification, while the generator
(G) tries to minimize V(D, G) to fool the discriminator This makes the term log(l — D(G(z2)))
close to log(l) = 0, thus maximizing the overall value function V(D, G). In training, the
generator’s and discriminator’s loss functions (L and Lp) are reformulated as follows.

Lo =E.., (10eD(6(2)) @

Lp==E,,, (10gD(x))~E.., (log(1-D(c(z)))) 3)

Through alternating optimization of L; and L, the pixel distribution of generated images
converges toward that of real images. Eventually, the discriminator output approaches 0.5,
indicating that the generated images become indistinguishable from real ones, that is, Nash
equilibrium is achieved. In image restoration, the GAN architecture is enhanced by incorporating
a convolutional neural network (CNN) structure (e.g., U-Net) with self-attention mechanisms
(e.g., transformer modules). Such enhancement strengthens the model’s capacity to capture
complex textures and global stylistic patterns. In the loss function design, the reconstruction loss
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(L1/L2 norm) is introduced to ensure the consistency of the known regions and minimize the
fundamental adversarial loss. The perceptual and style losses are used to optimize the subjective
quality of images. The total loss function (L,,,,;) for a mural restoration model is

Ltotal = aLrec + ﬂ Ladv ’ (4)

where L,,. represents the loss function of reconstruction error, L,;, denotes the loss function of
the adversarial loss, and o and f are weighting coefficients.

The employed model in the developed AI+VR system outperformed traditional
algorithms in mural sample restoration. The peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM) were significantly improved, ensuring image clarity and texture
coherence (Table 1). The restored and real images are presented in Fig. 2.

GAN demonstrated superior restoration quality over the traditional method (PatchMatch).
When handling complex textures or large-area defects, GAN reconstructed coherent and
reasonable content by leveraging learned global semantic information, whereas PatchMatch

Table 1

GAN-based image restoration and algorithm performances.

Method (PISAISI(I:{u/rSa;IyM) Iztr"c()):zslsznlllgn ZI; Z:;i Hardware demands

GAN restoration 305dB092 - py a%:eierated) [4 GB viirjf }rl;;iigrrg:iscs:slf lizﬁlg?f E&RAM)]
Traditional restoration 281 dB0.SS ) Siigl:_threa & Central pg’;g;i:ngt ‘Il{n:h(/lc)PU) only

For PSNR, higher values are better, while for SSIM, lower values are better. The data represent average values from the
test set.

(@ (b)
Fig. 2.  (Color online) Images restored using (a) traditional method and (b) GAN.
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produced distorted patchwork results. While GAN-based inference was successfully performed
in near real time with GPU acceleration, its implementation required extensive training on large
sample datasets and significant computational resources. However, for relatively static images,
trained GANs repeatedly conduct more efficient batch restoration. In processing 4-4-K-resolution
images, PatchMatch’s memory usage increased but remained manageable, while GAN required
image tiling, thereby increasing implementation complexity. GAN-based restoration was
efficient for digital content preservation and high-quality restoration. GAN also reconstructed
immersive virtual scenes effectively.

3.3 NeRF

For the immersive presentation of ICH scenes in the virtual environment, high-fidelity 3D
digital scenes are required. Traditional 3D modeling methods, such as panoramic photography,
geometric modeling, and photogrammetry, require high production costs, long development
cycles, or limited viewing angles. Therefore, NeRF is widely used as an emerging implicit 3D
modeling technology for high-precision scene reconstruction. NeRF uses a multilayer perceptron
(MLP) to construct a function Fg. For any spatial point x = (x, y, z) and viewing direction d, the
function outputs a color ¢ = (, g, b) and volume density o, thereby modeling the scene through
volume rendering. For any camera ray 7(f) = o + zd, the corresponding color in the image is
computed using the following equations.

C(r)zLtfT(t)a(r(t))c(r(t),d)dl ®)

n

T(t)zexp(—j; dsj ©)

Here, #; and 7, represent the near and far bounds of the ray’s intersection with the scene,
respectively, 7(f) denotes transmittance, indicating the probability that the ray remains
unabsorbed while traversing the scene, ¢ is the volume density function, and ¢ is the color
radiance function. All sample points are included to compute the final pixel color, and the
integration process of the points is approximated using discrete sampling,.

CA'(r):lelTi (l—e_aib‘i)ci @)
Ti= ﬁexp(—ffﬁ;) ®)
j=1

Monte Carlo integration is used through stochastic sampling for an optimal balance between
efficiency and accuracy. NeRF is trained by high-fidelity 3D models using multiview images,
and outperforms traditional methods in detail reproduction and lighting reconstruction. For
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example, in the traditional image, NeRF reconstructs the patterns and artifacts, renders them
from any angle in VR, and effectively enhances the users’ immersion experience. Compared
with conventional photogrammetry, NeRF eliminates the need for explicit mesh modeling while
maintaining geometric precision, offering superior flexibility and texture continuity. Meanwhile,
NeRF significantly improves the training speed. For the 3D digitization of images and objects,
structured light scanning or LiDAR is used in traditional methods to acquire high-precision
point clouds and reconstruct mesh models. While achieving millimeter-level accuracy of 1-2
mm, the traditional methods suffer from high hardware costs, complex operation procedures,
and stringent environmental requirements. In contrast, NeRF utilizes multiple photographs
taken by ordinary cameras to establish neural network mappings from coordinates to color/
density, enabling high-fidelity 3D reconstruction and novel view synthesis without explicit mesh
generation. In this study, NeRF reconstruction showed an average geometric error of 18.6 mm
and superior visual realism even under less-structured lights. In structured light scanning, tens
of minutes are typically needed for data acquisition and point cloud registration. In contrast,
NeRF with accelerated algorithms such as instant neural graphics primitives (NGP) completes
training in 5 min to render novel views at >30 frames per second (FPS), showing significant
modeling efficiency. For structured light scanning, specialized projectors, high-resolution
cameras, and stable environments are necessary, along with substantial CPU/RAM for data
processing. However, NeRF only requires GPUs (RTX 3090 with approximately 6 GB of VRAM
in this study) and modest storage of tens of megabytes. Therefore, NeRF considerably lowers the
hardware demands and operation complexity while maintaining high visual fidelity, making it
appropriate for large-scale image digitization. Table 2 presents the comparison of NeRF and
traditional methods, and Fig. 3 shows the images processed by these methods. Although
traditional structured light scanning showed better accuracy, which is appropriate for precise
quantification, NeRF excelled in texture and lighting reconstruction, delivering highly realistic
rendering effects with a lower geometric accuracy. NeRF enables the simplicity of operation and
low cost, as it needs only ordinary cameras and GPUs. This makes NeRF ideal for on-site
constraints or situations where artifacts cannot be touched. Structured light scanning requires
specialized equipment and longer processing times, which is appropriate for small-scale, high-
precision data acquisition. Considering the advantages, we employed NeRF for constructing
immersive scenes, while structured light scanning was used for artifact modeling. In post-
processing refinements to optimize details of the images, an effective balance between efficiency
and accuracy was achieved.

Table 2
Performances of NeRF and traditional method.

Reconstruction accuracy

Method . Processing speed Hardware demands
(geometric error)
5 min training, Ordinary camera
NeRF Average error of 18.6 mm >30 FPS rendering + high-performance GPU
Structured light Tens of minutes Structured light projector
. Average error of 1-2 mm . . .
scanning (scanning + reconstruction) + professional camera/compute cluster
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(@ (b)
Fig. 3. (Color online) Images restored by (a) NeRF and (b) structured light scanning.

3.4 VIO positioning and tracking

The interactive experience in immersive VR relies on the free motion modeling and real-time
positioning and tracking of a user’s head and body. To achieve high-precision 6-DoF positioning,
VIO was used as it enables stable positioning without external devices, simply by fusing data
from cameras and IMUs. The state vector of a VIO system typically comprises a position
p(©) € R3, velocity v(f) € R3, and orientation rotation matrix R() = SOQ3) [or equivalently
represented by the quaternion g(f) to denote the system’s 3D spatial orientation], along with
gyroscope bias b, and accelerometer bias b,,. The calculation model is defined as follows.

* Orientation update

R(1)=R()(a(1)), ©)
Ry = Ry expl (@, ~b, ) 1) 10)

« Velocity update
5(1)=R(r)(a(r)-b,)+ 2 (1)

Vi = v +( Ry (@, b, )+ g) At (12)
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» Position update

p(t)=v(r) (13)
Prol =i +va:+%(1¢,€ (ay —b,)+g)AL? (14)

The model estimates short-term motion states through IMU integration, but suffers from
error accumulation due to sensor noise and biases. To mitigate this, VIO incorporates visual
feature data for state correction. The visual component is used to compute relative pose either
with feature point tracking + PnP algorithms or direct photometric error minimization, and then
fuses the IMU prediction results through extended Kalman filter (EKF) or sliding-window
optimization for high-precision trajectory reconstruction.

In immersive VR systems, accurate user position and orientation tracking are critical.
Therefore, we employed VIO to fuse IMU data with visual feature tracking data for accurate
6-DoF positioning when using head and handheld devices. The results were compared with
those using external base station positioning (e.g., HTC Vive Lighthouse). The external devices
showed submillimeter-level precision [a standard deviation (SD) of 0.5 mm], while VIO
demonstrated a positional error of 3—5 mm in indoor scenes. Despite larger errors, the precision
level of VIO meets the requirements for immersive experiences. Systems with external devices
and VIO showed a position update rate of 100 Hz, with VIO’s edge-computing architecture
enabling tracking latency of below 10 ms. In terms of environmental adaptability, external
positioning is limited by base station coverage, while VIO depends on scene textures and
demonstrates enhanced robustness using closed-loop simultaneous localization and mapping
(SLAM) algorithms. VIO’s peripheral-free design significantly enhances portability and
adaptability, making it particularly appropriate for mobile applications, such as museum
exhibitions and outdoor displays. Table 3 shows the performances of the systems with external
devices and VIO.

VIO and external devices exhibited distinct advantages and limitations. Using the external
devices enabled accurate but complicated methods to deploy, while VIO enabled flexible
applications. In this study, millimeter-level tracking discrepancies were negligible to user
perception. The deviations of a few millimeters cannot be felt when viewing virtual artifacts.
Conversely, the unconstrained mobility of VIO enhances immersive quality and practical

Table 3
Performances of VIO and external devices.

Positioning  Tracking frequency/

Method Hardware and environmental demands

accuracy latency
Approximately 100 Hz; HMD-integrated stereo cameras + IMU;
VIO 35 mm . .
up to 10 ms latency Requires textured environments

Typically >100 Hz;  External positioning devices (laser base stations/cameras);

External devices <l mm L. . o
5-15 ms latency Requires installation and calibration
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usability, which makes VIO a more appropriate solution. Therefore, we adopted VIO in ICH
dissemination in this study.

4. Results and Discussion

We evaluated the performance of the AI+VR system for system latency, frame rate,
interaction responsiveness, model loading speed, and GPU memory utilization.

4.1 Experiment and parameters

To evaluate the system performance, we used a computer configured with an Intel i7-
11700KF CPU, 32 GB of RAM, and an NVIDIA RTX 3080 GPU (10 GB of VRAM) running on
Windows 10. The VR device was an all-in-one head-mounted display with a refresh rate of 90
Hz and a per-eye resolution of 1832 x 1920. The device was equipped with built-in stereo
cameras and IMU sensors for VIO-based 6-DoF real-time positioning and tracking. The
platform was developed using Unity Engine 2021 to construct immersive content. GAN-restored
images and a NeRF-generated 3D model were loaded into the Unity Engine to render images,
scenes, and interaction. The VIO positioning data built into the VR device controlled the
movement of virtual cameras in real time.

The selected scenes in the experiment were Dunhuang Murals in panoramic views and
localized details, as illustrated in Figs. 4 and 5. Figure 4 shows a digitally restored Dunhuang
Mural, for which GAN was used to provide texture details and colors in high resolution. NeRF
was used for 3D restoration, enabling viewers to examine the murals from multiple angles in the
virtual environment. Figure 5 shows the details of mural figures in the restored image (the right
image). The original damaged image is also presented in the figure. GAN was used to restore the

Fig. 4. (Color online) Digital restoration of Dunhuang murals.
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Fig. 5. (Color online) Detailed close-up of Dunhuang mural figures.

details and stylistic consistency in the virtual environment. The virtual scene contained more
than 500000 vertices in a 3D model in a nm image size of about 200 MB. A dynamic loading
module enables seamless transitions between multiple scenes in real time.

To ensure the validity and reliability of test results, the images were restored using the
average data values of 10 measurements. System latency was measured as the time difference
between physical actions captured by a high-speed camera at 240 FPS and corresponding
updates in the virtual environment. Frame rates for each frame’s rendering duration were
measured in real time. Interaction response time was measured as the delay between user inputs
(e.g., button clicks) and the response of the virtual scene. Model loading time and tracking time
were measured as the time from the scene-transition command to the new-scene rendering. GPU
memory utilization was measured as a peak value recorded by the NVIDIA Nsight developer in
real-time monitoring. The metrics were measured automatically to avoid interference from
human factors.

4.2 Results

The AI+VR system met the performance criteria required for immersive applications
(Table 4). The system showed an average end-to-end latency of 20 ms with a maximum latency
of not exceeding 25 ms, ensuring near real-time synchronization between user movements and
corresponding responses in the virtual environment. This performance falls within the industry-
recognized immersion threshold (under 20 ms to prevent motion sickness). The frame rate was
consistent at 90 FPS, matching the device’s refresh rate. In the simultaneous rendering of
multiple images, minor fluctuations were observed, with the lowest observed frame rate of 85
FPS, which ensured a comfortable experience. The test results are presented in Fig. 6. The
dashed line indicates the headset’s maximum refresh rate of 90 FPS. The system maintained 90
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Table 4
Performance test results of developed system.
Performance metric Test result (average value) Description

. ts t te, bel tibl
End-to-end system latency 20 ms (maximum 25 ms) User movements to screen update, below perceptible

threshold
Rendering frame rate (FPS) 90 FPS (minimum 85 FPS) Smooth screen, meeting visual continuity requirements
Interaction response time 50 ms Near-instant feedback for user inputs
Scene loading time 2.3s Smooth multiscene transitions with acceptable wait time
Efficient llocati ith fi
GPU memory usage 3.8 GB cient resource allocation with no performance
bottlenecks
921 :

Heavy load
(multiple animations)
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(=)}
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Fig. 6.  (Color online) System frame rate over time in stability test.

FPS during operation, with a brief decrease to 85 FPS between 4 and 6 seconds after the
initiation of the operation. However, after that, a stable frame rate was recovered. The arrow in
the figure indicates the concurrent rendering of multiple images, which increased the
computational load.

The average latency (interaction time) was 50 ms between user input and response, which
enhanced immersion and operational naturalness. Scene loading times averaged 2.3 s, during
which the system provided transitional animations. User feedback confirmed that the loading
time was acceptable and did not cause a disruption of immersive continuity. In the most complex
scene, GPU memory usage was 3.8 GB (38% of the RTX 3080’s total memory capacity). This
demonstrated substantial performance without a resource bottleneck.

The system showed superior performance in delay control, rendering fluency, interactive
response, loading delay, and resource management, meeting the engineering criteria for
immersive experience. The ultralow latency of 20 ms ensured precise synchronization between
user movements and visual feedback, particularly appropriate for delicate scenes in ICH
craftsmanship training. A high frame rate (90 FPS) ensured visual coherence and stability,
effectively minimizing VR-induced motion sickness and fatigue for users. The interactive
response time (50 ms) led to the natural feeling and operation of the system. The scene switching
time (2.3 s), combined with the optimization of transition processing, provided excellent
immersion consistency. The GPU memory utilization remained at an optimal level, supporting
larger virtual scenes for the synchronous experiences of multiple users.

The AI+VR system demonstrated outstanding performance metrics and technically viable
implementation potential. The system can be used for the preservation and dissemination of



4672 Sensors and Materials, Vol. 37, No. 10 (2025)

ICH. The system needs to be tested by multiple users in a complex environment to optimize
system stability and resource efficiency in diverse applications.

5. Application of AI+VR System in ICH Dissemination

The developed AI+VR digital dissemination system, integrating GANs, NeRF, and VIO, is a
superior and effective solution for the preservation and interactive dissemination of ICH. The
system can be applied to create high-fidelity, immersive, and interactive ICH experiences,
specifically in virtual opera and craftsmanship transmission, highlighting the difference in
resulting engagement and knowledge transfer compared with traditional methods.

5.1 Virtual opera: from passive viewing to immersive presence

Opera, encompassing genres such as Peking Opera, is an ICH involving complex
performances, intricate costumes, and historical venues. Traditional dissemination methods,
such as 2D video recordings, only offer a passive experience with a fixed perspective, failing to
capture the full spatial and cultural richness. The system developed in this study can transform
this experience. GANSs are leveraged to restore damaged or faded historical images of opera set
designs and costumes, automatically generating high-quality, authentic textures and colors to
enrich the virtual environment. Simultaneously, NeRF reconstructs performance venues and
stages into photorealistic 3D scenes from simple multiview photographs, effectively capturing
realistic lighting and eliminating the need for complex, time-consuming laser scanning. This
allows viewers to observe the performance ambiance and details from any angle in the virtual
space, unlike the single, fixed viewpoint of video recordings. The experience can be made
comfortable through VIO technology, which ensures ultralow latency tracking of the user’s head
and hand movements with a response time as low as 20 ms. This low latency is crucial for
mitigating motion sickness, allowing users to move freely in the virtual opera house and
examine the details of a performer’s gestures or costume from a first-person perspective without
the constraints of external trackers. This is different from 2D videos as the system offers a
superior, personalized, and interactive experience that enhances cultural engagement. Such a
technical fusion enables users to become active participants in the heritage, beyond documenting
the performance.

5.2 Virtual craftsmanship transmission: embodied learning of tacit knowledge

ICH craftsmanship techniques, such as traditional pottery or embroidery, are characterized
by knowledge and skills acquired through physical demonstration and repetitive practice.
Traditional methods, reliant on text, images, or standard videos, often fail to transfer this
embodied knowledge effectively.

The AI+VR system creates HDT that focuses on process and embodiment. NeRF generates
high-realism 3D models of the workspace, tools, and artifacts with exceptional texture, allowing
the user to inspect them in detail. In addition, VIO facilitates embodied, interactive learning.
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The system accurately tracks the user’s 6-DoF hand and head movements and maps them onto
the virtual inheritor role.

The interaction response time of the system developed, set at a rapid 50 ms, is optimized for
simulating the delicate, precise movements required in craftsmanship. This allows the user to
practice the techniques, for instance, virtually manipulating clay on a digital wheel by
mimicking the instructor’s motions. By providing realistic, natural, and near-instant feedback to
the user’s physical input, the system enables the perception and comprehension of the inherent
physical essence of the craft through virtual body movements, effectively transferring tacit
knowledge. This approach transforms the learning process from passive observation to active
participation, enabling a depth of skill transmission. This aligns with embodied communication,
which emphasizes that physical action enhances learning and cultural understanding.>>)

6. Conclusion

We developed the AI+VR system for the dissemination of ICH in this study. Adopted
technologies were validated, and case studies were conducted to propose appropriate
collaboration models. VR integrated with Al empowers the preservation, dissemination, and
innovation of ICH. GAN can be used for the automatic restoration and reproduction of ICH
images and patterns to provide high-quality images for digital preservation. NeRF can solve the
bottlenecks of traditional 3D reconstruction, efficiently creating digital twins of ICH scenes and
presenting them in the virtual environment. VIO-based positioning and real-time rendering
ensure the reliability of immersive experiences. The AI+VR system ensures interactivity and an
immersive experience compared with traditional 2D display methods. Although its
implementation requires substantial computing power, technological advancements are
continuously lowering the barriers to the adoption of the system. The AI+VR system evolves
ICH dissemination and cultural engagement from passive “seeing” and “hearing” to active
“doing” and “experiencing”. Viewers become “participants” in the virtual environment, where
they can play traditional instruments, immerse themselves in opera roles, or collaborate with
digital craftsmen. The system increases cultural consumption and enhances public interest and
participation in ICH, paving new pathways for integrating ICH in diverse applications. Case
studies illustrate how various VR-based ICH projects have been integrated into tourism,
education, and cultural and creative industries, successfully bridging technology and arts.
However, cultural essence is the foundation of the technology integration. To preserve the
authenticity of ICH, excessive commercialization or distorted representations must be avoided as
they might undermine its cultural integrity. Legal frameworks must be implemented to safeguard
intellectual property and the rights of inheritors, ensuring that cultural commodification does
not lead to alienation or conflict.
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