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We present a nondestructive and data-driven method for predicting eggshell thickness using
impact-based sensing and machine learning. A custom low-speed impact module was developed
to simulate mechanical responses of duck eggshells, and the Hertzian contact theory was
employed to interpret deformation behavior. Three machine learning models—random forest
(RF), XGBoost, and K-nearest neighbors (KNN)—were implemented and optimized with
metaheuristic algorithms, including particle swarm optimization (PSO). Among them, the RF
model obtained by PSO demonstrated superior prediction accuracy with an R? of 0.65155 and a
mean squared error (MSE) of 0.00044. The proposed approach offers a scalable, cost-effective
alternative to traditional eggshell assessment techniques and can be readily integrated into
industrial egg grading systems to enhance food quality monitoring and reduce product waste.

1. Introduction

With the rapid development of machine learning technology, its application scope has
expanded to various scientific and engineering fields, and the food industry has also begun to
benefit from the transformations brought about by this technology.() Eggshell thickness, as one
of the important indicators for measuring egg quality,?) not only affects the durability and
processability of eggs but is also closely related to egg safety. However, traditional methods for
measuring eggshell thickness often rely on destructive testing or high-cost equipment, posing
challenges for large-scale egg production and quality monitoring. For example, terahertz
waves® and ultrasound® nondestructive thickness measurement techniques can achieve
noninvasive measurement, but their equipment costs are relatively high, and operation is
complex. Therefore, establishing an efficient, accurate, and nondestructive method for predicting
eggshell thickness holds significant practical value for the food industry and animal husbandry.
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The earliest applications of machine learning were in the industrial field.®) Convolutional
neural network (CNN) was used to identify the nonlinear behavior of a robot arm with an
accuracy of 99.5%.(67) CNN was used to identify welding defects with an accuracy of more than
97%. In recent years, machine learning technology has shown broad application prospects in the
field of food quality inspection.®? We aim to apply machine learning algorithms to the
prediction and evaluation of egg product quality to improve detection efficiency and accuracy.
However, research on predicting eggshell thickness is still relatively limited, especially in terms
of integrating optimization algorithms to enhance prediction performance, leaving much room
for exploration.

The innovation of this study lies in the introduction of multiple machine learning models,
such as XGBoost, random forest (RF), and K-nearest neighbors (KNN), combined with particle
swarm optimization (PSO) to optimize the models, aiming to improve the accuracy and
generalization ability of eggshell thickness prediction. Traditional eggshell measurement
methods are often physical measurements or destructive tests. In this study, nondestructive low-
speed impact signal acquisition technology, combined with Hertzian contact theory, is used as
input features for the machine learning model. This not only provides a more efficient and
accurate measurement method but also enables the machine learning model to more effectively
learn the relationship between eggshell thickness and physical properties. Additionally, the
optimization method in this study differs from previous approaches that rely solely on a single
model for prediction. It employs multiple optimization techniques for comparative analysis to
identify the best algorithm combination, thereby improving prediction accuracy and
computational efficiency.

In the experimental design of this study, a complete data analysis process was established by
measuring the curvature and eggshell thickness of duck eggs. The collected data were divided
into training and testing sets, and multiple performance evaluation metrics such as mean squared
error (MSE), root mean squared error (RMSE), and R-squared (R?), were introduced to compare
the accuracy and robustness of different models and optimization methods. Through the analysis
results, the impact of different models and their optimization methods on prediction accuracy
was identified, and the most suitable solution for this application scenario was selected. The
findings of this study not only demonstrate the potential of machine learning and optimization
algorithms in theory but also provide a fast and reliable method to address practical agricultural
needs. In the future, this model can be further applied to the quality inspection of other
agricultural products, laying the foundation for the development of smart agriculture.

2. Theoretical Framework
2.1 Hertzian contact theory

Hertzian contact theory is the foundation of all mechanical models,'? but it is limited to
frictionless surfaces and perfectly elastic solids.(!) Hertz proposed that the contact area is

typically elliptical, and to calculate the localized deformation caused by the contact, the two
objects can be considered as elastic half-spaces on an elliptical region.(!? The maximum
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Hertzian contact pressure is given by Eq. (1), where g, is the maximum pressure intensity and a
is the contact radius. The total displacement of the sphere after contact is given by Eq. (2). The
total deformation of the sphere after contact is given by Eq. (3), where 7 is the radius of the
sphere.
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2.2 Machine learning models
2.2.1 XGBoost
XGBoost is an end-to-end tree boosting system.(1¥) XGBoost combines K-class classification
and regression trees, with the final prediction being the sum of the outputs from each tree.(¥
The loss function is expanded using a second-order Taylor series to improve prediction accuracy
and reduce model complexity.(!3) The XGBoost model has advantages such as strong
generalization ability and fast computation.!%) The objective function is given by Eq. (4), where /

is the loss function, Q(f)) is the regularization term, and Const is a constant. The regularization
term is given by Eq. (5), where y and 4 are penalty coefficients.
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By performing a second-order Taylor expansion of Eq. (5), the objective function becomes
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Here, & = W= and h; = ——————=. Simplifying Eq. (6), we obtain the form
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Taking the derivative of the objective function with respect to w;, we obtain w; as
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Substituting Eq. (8) into Eq. (7), the optimal solution of the objective function is obtained as

2
r &

The conceptual diagram of XGBoost is shown in Fig. 1.
2.2.2 RF

RF(7) is composed of predefined binary trees, where each tree in the forest is grown using
training data. Assuming that each feature vector has /N features, a subset of f features is randomly
selected during the growth of trees.(!®) As training and testing progress, weaker decision trees
are combined to construct a model with higher predictive performance.(!?) In RF, the computation
formula for the internal nodes of each decision tree is shown as Eq. (10), where ¢ represents the
number of unique classes and x denotes the prior probability for each given class. The conceptual
diagram of RF is shown in Fig. 2.

E:—Z;xlogx (10)
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Fig. 1.  (Color online) Conceptual diagram of XGBoost.
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Fig. 2. (Color online) Conceptual diagram of RF.

2.2.3 KNN

KNN@ js a classification method that identifies the K closest objects in the dataset. This
method is known as the majority rule. Compared with machine learning models with multiple
training stages, KNN omits the learning process and directly performs classification.®) The
KNN decision process is shown by Eq. (11), where x represents an unknown class sample. The
KNN classification algorithm uses Euclidean distance, as shown in Eq. (12), where x and y
represent two samples. The conceptual diagram of KNN is shown in Fig. 3.

g;(x)=ming;(x) j=123,..C (11)

D)= (X (% -7,) (12)

2.3 PSO

PSO@D is a continuous nonlinear function optimization method. By simulating the collective
synchronization behavior of a flock of birds, it aims to maintain an optimal distance, forming
the basis of its conceptual development. In PSO, the position of each particle and the swarm’s
overall position are continuously stored in memory.*? All particles in the swarm iteratively
update their positions, with the calculation formulas shown by Eqgs. (13) and (14). Here, x
represents the position vector, v denotes the velocity vector, e is the inertia weight, z; and z, are
optimization parameters, s; and s, are randomly generated values within a defined range, and P
represents the best position.
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Fig. 3. (Color online) Conceptual diagram of KNN.
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3. Experimental Setup

We designed a novel eggshell thickness prediction model. First, 60 brown Muscovy duck
eggs were selected, and their curvature and thickness were measured. The radii at three
locations—the egg’s apex, equator, and blunt end—were recorded. A steel ball wrapped in a soft
material was used to impact the eggshell at a low speed. An accelerometer was attached to the
steel ball to capture the signals generated upon contact with the egg.

Next, the captured signals were used for machine learning with an 8:2 train—test split ratio. In
this experiment, three machine learning models—XGBoost, RF, and KNN—were trained and
used for prediction. To enhance model performance, PSO was applied to optimize the machine
learning models. For model performance evaluation, MSE, RMSE, and R? were used as
evaluation metrics. MSE and RMSE effectively reflect the difference between the model’s
predicted and actual values. R? is a measure of the model’s ability to recognize data variance.
Finally, we compare the prediction accuracy and performance of different machine learning
models and their optimization methods to determine the most suitable combination for this
dataset. The schematic diagram of the experimental setup is shown in Fig. 4.

4. Results and Discussion

The experiments are conducted on brown Tsaiya duck eggs, whose curvature and eggshell
thickness are measured at three locations: the tip, middle, and base. The collected data are used
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Fig. 4. (Color online) Schematic diagram of the experimental setup.

to train and test machine learning models. Then, PSO methods are applied to enhance the
models. The prediction performance of the models is evaluated using MSE, RMSE, and R?.

MSE is the average of the squared differences between the predicted and actual values. A
smaller MSE indicates more accurate predictions by the model. RMSE is the square root of MSE.
A smaller RMSE indicates higher model performance. R? evaluates the proportion of variation
explained by the model relative to the total variation. When R? is closer to 1, it indicates a better
fit of the model.

For this experiment, XGBoost, RF, and KNN were selected as machine learning models, with
optimization performed by PSO. After training and optimizing the XGBoost model, we
compared the actual and predicted precision values, as shown in Fig. 5.

From Fig. 5(a), it can be seen that some data points deviate significantly from the dashed line,
indicating that XGBoost’s prediction capability is limited without optimization and may not
fully meet practical requirements. Figure 5(b) shows an even closer scatter distribution to the
dashed line after PSO, indicating an improvement in prediction accuracy. The XGBoost model
performance indicators are shown in Table 1.

From Table 1, it can be observed that in terms of MSE, PSO results in values lower than those
of the unoptimized XGBoost. In RMSE, PSO still outperforms the unoptimized XGBoost. In R?,
PSO still surpasses the 36.5% variance explained by the unoptimized XGBoost. For the RF
model, the actual and predicted accuracies after training and optimization are shown in Fig. 6

From Fig. 6(a), it can be seen that the unoptimized RF model has data points distributed near
the dashed line, but there are still significant prediction errors. In Fig. 6(b), after PSO, the data
points are more densely clustered near the dashed line, indicating a higher prediction accuracy.
The RF model metrics are shown in Table 2.

From Table 2, it can be observed that in terms of MSE, the model obtained by PSO has the
smallest prediction error. In terms of RMSE, PSO results in the smallest value, indicating that the
predicted values are closest to the actual values. In terms of R?, the model obtained by PSO
achieves the highest R?, indicating that the model can explain 65.2% of the variance. The KNN
model’s training and optimization results, including actual and predicted values, are shown in
Fig. 7.
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Optimized XGBoost Regression: Actual vs Predicted
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Fig. 5. (Color online) (a) XGBoost prediction results. (b) PSO_XGBoost prediction results.
Table 1
Performance metrics of XGBoost models.
Model MSE RMSE
XGBoost 0.00080 0.02845
PSO_ XGBoost 0.00056 0.02362
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Fig. 6.  (Color online) (a) RF prediction results. (b) PSO_RF prediction results.
Table 2
Performance metrics of RF models.
Model MSE RMSE
RF 0.00062 0.02494
PSO_RF 0.00044 0.02107

From Fig. 7(a), it can be seen that the unoptimized KNN model has a more scattered
prediction result, indicating a lower accuracy. Figure 7(b) shows the results obtained after PSO;
the data points are more concentrated and closer to the diagonal line, indicating a higher
accuracy. However, the performance is still higher than that of the unoptimized KNN model.
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Fig. 7. (Color online) (a) KNN prediction results. (b) PSO_KNN prediction results.

Table 3

Performance metrics of KNN models.

Model MSE RMSE R’
KNN 0.00068 0.02604 0.46755
PSO_KNN 0.00066 0.02579 0.47798

From Table 3, it can be seen that with regard to MSE, the model obtained by PSO has the
smallest prediction error. For RMSE, PSO gives the smallest value, suggesting that the predicted
values are closest to the actual values. In terms of R%, PSO achieves the highest R?, indicating
that the model can explain 47.8% of the variance.

5. Conclusions

In this study, we predicted the eggshell thickness of brown duck eggs on the basis of
curvature and contact time. Three machine learning models, XGBoost, RF, and KNN, were used
for prediction, as well as PSO methods. From the results of the above analysis, the following
conclusions are drawn:

(1) In the RF model, the model obtained by PSO exhibited the highest performance, with the
MSE reaching the lowest value of 0.00044, RMSE decreasing to 0.02107, and R? improving to
0.65155, significantly higher than that of the unoptimized RF model. This demonstrates that
the PSO of the RF model parameters can effectively reduce prediction errors and enhance the
model’s robustness and accuracy.

(2) Predicting eggshell thickness holds significant value for subsequent egg product processing.
By accurately determining eggshell thickness, the processing and quality control workflows
for egg products can be optimized, improving industry efficiency and product stability.
While thinner eggshells may offer advantages in terms of easier processing, they also carry a
higher risk of breakage and a shorter shelf life.

(3) A fast and reliable method for predicting eggshell thickness and optimizing machine learning
models without the need for time-consuming and costly trial-and-error experiments was



4804 Sensors and Materials, Vol. 37, No. 10 (2025)

O 0 3 O W

provided. Future research could combine other machine learning models with loT-based
smart monitoring systems and compare the cost and performance of ultrasonic or terahertz
technology.
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